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DMP Model

■ The last lecture took vacancy, , as given 

■ We now model firm’s optimal choice of vacancy creation 

■ Known as Diamond-Mortensen-Pissarides (DMP) model or the search model 

■ Firms and workers are optimizing given search & matching technology 

■ “Equilibrium” model of unemployment

vt
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Preferences
■ Discrete time,  

■ Unit measure of ex-ante identical risk-neutral workers, discount factor : 
 
 

• Equivalently can be hand-to-mouth 
• Risk-neutraly shuts down Euler equation:  

■ Employed workers receive wage income,  

■ Unemployed workers receive unemployment benefits/utility from leisure, 

t = 0,1,…, ∞

β < 1

βR = 1

wt

b
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∞

∑
t=0

βtct



Technology

■ A firm (job) uses one worker to produce  units of output 

■  is stochastic and follows some Markov process 

■ Alternatively can have CRS firms that employ many workers

zt > b

zt
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Technology
■ Firms can post a vacancy per unit cost  every period 

• A pool of infinitely many potential firms in the background (free entry) 
■ Assume the number of matches is given by CRS matching function 

                                                            
Let  be the market tightness 
• Probability of unemployed finding a job in current period: 

                             ,     
• Probability that a vacant firm finds a worker 

                                   

■ For now, the probability that a job terminates  is exogenous 

c

M(ut, vt)
θt ≡ vt /ut

M(ut, vt)/ut = M(1,θt) ≡ f(θt) = ft f′ (θ) > 0

M(ut, vt)/vt = M(1/θt,1) ≡ q(θt) = qt q′ (θ) < 0

s
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Value Functions
■ Value of being unemployed: 

■ Value of being employed: 

■ Value of a filled job: 

■ Value of a vacant job: 
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Ut = b + β𝔼t[ ftEt+1 + (1 − ft)Ut+1]

Et = wt + β𝔼t[(1 − s)Et+1 + sUt+1]

Vt = − c + β𝔼t[qtJt+1 + (1 − qt)Vt+1]

Jt = zt − wt + β𝔼t[(1 − s)Jt+1 + sVt+1]

(1)

(2)

(4)

(3)



Free Entry
■ Free entry implies : 

• LHS: cost of creating vacancy 
• RHS: benefit of creating vacancy 
•  ( )  more firms enter (  )  congest the market  

■ The value of filling a position is 
 
 
 
 
which is present discount value of profits from a match.  

■ Given wages , (5) pins down . But how is  pinned down?

Vt = 0

RHS > LHS Vt > 0 ⇒ vt ↑ ⇒ qt = q(vt /ut) ↓

{wt}t vt wt
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c = β𝔼t[qtJt+1]

Jt = zt − wt + β𝔼t[(1 − s)Jt+1 + sVt+1]

= 𝔼t

∞

∑
n=t

(β(1 − s))n−t[zn − wn]

(5)



Joint Match Surplus

■ Useful to introduce a notion of joint match surplus:  
• Gains from trade between workers and firms 
• Wage determines how workers and firms split the pie  

■ The joint match surplus recursively solves (use (1)-(3) and ): 
 

• : the opportunity cost of continuing the employment relationship

St = Et + Jt − Ut − Vt

St

Vt = 0

ft(Et+1 − Ut+1)
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St = zt − b + β𝔼t[(1 − s)St+1 − ft(Et+1 − Ut+1)] (6)



Wage Determination
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Non Competitive Labor Market  

■ Unlike competitive labor market, there is no unique way to pin down wages 

■ Workers and firms face a bilateral monopoly when they meet 
• If firm walks away, worker loses wage this period and must search again 
• If worker walks away, firm loses profits this period and must search again 

■ Any wages  that satisfy  and  constitute an equilibrium 
• Workers do not have incentive to quit 
• Firms do not have incentive to fire 
• There can be continuum of wages

{wt} Et > Ut Jt > 0
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Nash Bargaining
■ Assume wages are negotiated period-by-period (no commtiment) 

■ We first focus on the most standard wage-setting protocol: Nash bargaining 

■ Wage such that surplus is split between worker and firm with shares , :  
 

•  is called bargaining power of workers 
• Microfoundation through alternative offer game a la Rubinstein (1980)  

■ Using the first-order conditions, 

γ 1 − γ

γ
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wt = arg max
w

(Et(w) − Ut)γJt(w)1−γ

Et(w) − Ut = γSt, Jt(w) = (1 − γ)St



Solving for Wages
■ Substituting  into (6), 

■ Taking the difference between (1) and (2), 
 
 

■ Multiply (8) by  and subtract it from (7): 
 

■ Note that (5) with  implies 

Et − Ut = γSt

1/γ

Jt+1 = (1 − γ)St+1 β𝔼t ft(1 − γ)St+1 = θtc

12

St = zt − b + β𝔼t[(1 − s)St+1 − ftγSt+1]

Et − Ut

γSt

= wt − b + β𝔼t[(1 − s − ft)(Et+1 − Ut+1)

γSt+1

]

(7)

(8)

zt − b −
1
γ

(wt − b) + β𝔼t ft(1 − γ)St+1 = 0



Wage
■ Solving for , 

 

■ Weighted average between  

• Worker’s flow outside option  (unemployment income) 
• Firm’s flow output  t plus cost-saving because not recruiting 

wt

b
zt

wt = (1 − γ)b + γ(zt + θtc)

wt

b
worker quits

zt + θtc

firm fires

γ 1 − γ



Equilibrium Conditions
■ Free-entry: 

 
 

■ Wage determination: 
 

■ Unemployment follows the stock-flow equation:

14

c = βq(θt)𝔼
∞

∑
n=t

(β(1 − s))n−t[zn+1 − wn+1]

wt = (1 − γ)b + γ(zt + θtc)

ut+1 − ut = s(1 − ut) − f(θt)ut



Steady State Equilibrium
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Steady State Eqm Characterization
■ From now on, focus on the steady-state equilibrium:  for all . 

■ The equilibrium  solve 
 
 
 
 

■ Combining (Free-entry) and (wage),  
 
  
This pins down . 

■ (Beveridge curve) pins down  given 

zt = z t

{θ, w, u}

θ = v/u

u θ
16

c = βq(θ)
1

1 − β(1 − s)
[z − w]

w = (1 − γ)b + γ(z + θc)

0 = s(1 − u) − f(θ)u

(Free entry)

(wage)

(Beveridge curve)

c = βq(θ)
1

1 − β(1 − s)
[(1 − γ)(z − b) − γθc]



Graphical Characterization
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s(1−u) = M(u, v)

v

u

c = βq(v/u)
1

1 − β(1 − s)
[(1 − γ)(z − b) − (v/u)γc]

Free entry

Beveridge curve

v*

u*

θ



Comparative Statics

18



An Increase in z
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c = βq(v/u)
1

1 − β(1 − s)
[(1 − γ)(z − b) − (v/u)γc]v

u

Free entry

Beveridge curve

v*

u*u**

v**

s(1−u) = M(u, v)



An Increase in b

20

c = βq(v/u)
1

1 − β(1 − s)
[(1 − γ)(z − b) − (v/u)γc]v

u

Free entry

Beveridge curve

v**

u**u*

v*

s(1−u) = M(u, v)



An Increase in γ
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c = βq(v/u)
1

1 − β(1 − s)
[(1 − γ)(z − b) − (v/u)γc]v

u

Free entry

Beveridge curve

v**

u**u*

v*

s(1−u) = M(u, v)



An Increase in c
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c = βq(v/u)
1

1 − β(1 − s)
[(1 − γ)(z − b) − (v/u)γc]v

u

Free entry

Beveridge curve

v**

u**u*

v*

s(1−u) = M(u, v)



An Increase in β
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c = βq(v/u)
1

1 − β(1 − s)
[(1 − γ)(z − b) − (v/u)γc]v

u

Free entry

Beveridge curve

v*

u*u**

v**

s(1−u) = M(u, v)



An Increase in s
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c = βq(v/u)
1

1 − β(1 − s)
[(1 − γ)(z − b) − (v/u)γc]v

u

Free entry

Beveridge curve

u*

v*

u**

v**

s(1−u) = M(u, v)



Unemployment Volatility Puzzle 
(Shimer Puzzle)
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Does DMP Model Explain Unemployment Volaitliy?

■ Can the DMP model explain unemployment fluctuations quantitatively? 
• Surprisingly, no one asked this question until Shimer (2005) 

■ Shimer (2005) argued that the model performs terribly. Let us replicate it. 

■ Calibration (monthly frequency): 

• Matching function:  and set  based on lecture 1 
• Following Shimer (2005), we set . 
• Job separation rate is set to based on the historical average 
• Discount rate is set at 4% annually, so  
• Following Shimer (2005), set  to replicate the UI replacement rate 
• Set  so that the steady-state unemployment rate is 5%

M(v, u) = m̄v1−αuα α = 0.75
γ = α

s = 2 %
β = 0.961/12

b = 0.4
c

26



What is ?z
■ We measure  as the labor productivity (output per hour)z

27



What is ?z
■ Take log and detrend using Baxter and King (1999) bandpass filter: 
■ Assume  follows AR(1), , and we estimate ln z ln zt = ρz ln zt−1 + ϵz

t ρz ≈ 0.97

28
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Simulated vs. Actual Unemployment
■ Now feed the realized value of  and simulate… {zt}
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Shimer Puzzle

■ The model’s unemployment volatility nowhere close to the data 

■ What is going on? 

■ To understand, let us focus on comparative statistics w.r.t.  in the steady state 

• Estimated process for  quite persistent 
• Transitions are fast in DMP model (especially so when calibrated to the US data) 
•  Steady-state comparisons provide a good approximation

z

z

⇒

30



Unpacking Shimer Puzzle
■ Let . Combining  

 
 

• Any reasonable calibration implies  small relative to  
  

• Our calibration implies  and    

■ Therefore,  
 

■ In the data, 0.28 and   

1/(1 + r) ≡ β

s, r γf(θ)
⇒ A ≈ 1

(1 − α) = 0.25 z/(z − b) = 1.66 ⇒ B ≈ 0.42

std(ln u) ≈ std(ln z) ≈ 0.009 ⇒ |d ln u | ≈ 31 × |d ln z |

31

d ln u = − (1 − u)
r + γf(θ)

α(r + s) + γf(θ)

≡A

(1 − α)
z

z − b
≡B

d ln z

d ln u ≈ − 0.42 × d ln z



Taking Stock

■ A huge disappointing failure 

■ We built an equilibrium model of unemployment 
but it generates less than 2% of volatility in unemployment compared to the data 

■ This “Shimer puzzle” spurred subsequent research 

■ We will cover how we might be able to solve the puzzle

32



Solutions to  
Unemployment Volatility Puzzles
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1. Hagedorn-Manovskii (2008)

■ The first attack to Shimer puzzle is Hagedorn-Manovskii (2008) 

■ They argue  closed to  is the reasonable calibration 

• Vacancy cost  is small in the data 
• Therefore profits must be small in order to match observed .  

(Recall:  ) 

■ With , they solved the puzzle. 

• Mathematically, this is because  term above is high 
• What is the economics?

b z

c
θ

c = βq(θ) 1
1 − β(1 − s) [(1 − γ)(z − b) − γθc]

b ≈ 0.96

z/(z − b)

34

d ln u = − (1 − u)
r + γf(θ)

α(r + s) + γf(θ)

≈1

(1 − α)
z

z−b
d ln z



Intuition
■ Firms care about PDV of  

■ Under Nash bargaining,  

■ When  drops by , wage drops by  

■ Profit drops by  

■ A proportional drop in profits is 
 
 
 
This is larger when steady state profit is small (i.e.,  is small)

πt ≡ zt − wt

wt = (1 − γ)b + γ(zt + θtc)

z dz dw = γdz

dπ = dz − dw = (1 − γ)dz

z − b

35

dπ
π

=
(1 − γ)

(1 − γ)(z − b) − γθc
dz



Chodorow-Reich & Karabarbounius (2016)
■ But the previous argument critically relies on the fact  is invariant to business cycle 

■ Chodorow-Reich & Karabarbounius (C-K) asks: is it reasonable to assume constant ?  

■ How should we think about ? 

■ The monetary value of leisure corresponds to MRS between leisure and consumption 
 
 
which was constant in DMP because of linear utility 

■ More standard assumpion on  implies: 

• In recession,   is lower   is lower because  is higher 
• In recession,   is higher   is lower  because  is lower

b

b

b

U(c, l)

c ⇒ MRScl Uc
l ⇒ MRScl Ul

36

b = (UI benefit) + (Monetary Value of Leisure)

MRScl =
Ul(c, l)
Uc(c, l)



Pro-cyclical Opportunity Cost of Unemployment

■ C-K measure  as well as they could 

■ Find  is strongly pro-cyclical and  

b

bt d ln bt /d ln zt ≈ 1
37ence parameters using the risk-sharing condition (7) and the efficiency

condition for hours (29) for each group j.
Figure 8 plots the cyclical components of zj for the CFE preferences.

The zj’s are highly synchronized across groups. Table 6 reports various
statistics across groups for the SEP, CFE, CD1, and CD2 calibrations.39

The level of zj relative to pt
j is relatively stable across groups. Table 6 also

reports the elasticities eðẑj , p̂Þ by group and utility function. All elasticities
appear well above zero, but low-skilled groups exhibit much larger cycli-
cality than high-skilled groups. The difference partly reflects the larger
share of procyclical non-UI benefits in the bj of the low skilled. It also re-
flects the lower procyclicality of hours per worker Njt for the high skilled.
To summarize, the procyclicality of the opportunity cost is present in

each group after we disaggregate individuals by educational attainment.
While there are interesting differences across groups, the same economic
forces that drive the aggregate z to fluctuate over the business cycle also
influence the skill-specific zj’s.

VII. Implications for Unemployment Fluctuations

In this section we discuss the importance of z for unemployment fluctu-
ations. Section VII.A demonstrates the implications of the cyclicality of z

FIG. 8.—Opportunity costs across skills (CFE preferences). Variables are logged and
HP filtered with a smoothing parameter of 1,600. Color version available as an online en-
hancement.

39 In the CD2 specification we set the fixed time cost at T5 0.13 such that the mean zj=p
t
j

for the lowest-skill group is 0.96. We use the same T and the same Lu for all groups.

cyclicality of the opportunity cost of employment 1607

This content downloaded from 128.103.149.052 on December 04, 2016 15:52:19 PM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



Implications of Procyclical b
■ What does it imply for Shimer puzzle? 

■ Now replace  with  and assume  

■ When  drops by , wage drops now by  
(recall ) 

■ Profit drops by  

■ A proportional drop in profits is 
 
 

■ Now higher  no longer helps. It lowers both the denominator and numerator.

b bt bt = b̄zt

z dz dw = ((1 − γ)b̄ + γ)dz
wt = (1 − γ)b + γ(zt + θtc)

dπ = dz − dw = (1 − γ)(1 − b̄)dz

b̄
38

dπ
π

=
(1 − γ)(1 − b̄)

(1 − γ)z(1 − b̄) − γθc
dz



Puzzle Gets Worse

■ More formally, the unemployment response to  is 
 
 
 

•  
• Impossible to solve Shimer puzzle irrespective of the value of  

■ In recession, workers are desperate to get a job (lower ) 

■ Lower workers’ outside option   goes down as much as   profits little affected

z

|d ln u/d ln z | ≈ (1 − α) < 1
b̄

b

⇒ w z ⇒

39

d ln u = − (1 − u)
r + s + f(θ)γ

(r + s) α + f(θ)γ

≈1

(1 − α)d ln z



2. Wage Rigidity
■ The second attack by Hall (2005) focuses on wage setting 

■ Why should we stick to Nash Bargaining? 
— As we discussed, any wage that satisfies individual rationality is an equilibrium 

■ Suppose wages are fully rigid, . 
 
 

■ Hall (2005) sets  and , so that  

■ Note that wage rigidity is not sufficient to solve the puzzle. Need high . 

■ Immune to Chodorow-Reich & Karabarbounis critique.

wt = w̄ ∈ [b, zt + θtc]

w̄ = 0.96 α = 0.23 d ln u/d ln z ≈ − 80

z/(z − w)

40

d ln u
d ln z

= − (1 − u)
1 − α

α
z

z − w̄



Wages of Job-Stayers are Downwardly Rigid
■ Ultimately, whether wages are rigid or not is an empirical question 

■ Wages of job-stayers are downwardly rigid. Is this what we should measure? 
 
 
 
 
 
 
 

41

Figure 2: 12-Month Nominal Base Wage Change Distribution, Job-Stayers
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Panel A: Hourly Workers Panel B: Salaried Workers

Notes: Figure shows the annual change in nominal base wages for workers in our employee sample
(including commission workers) who remain employed on the same job for 12 consecutive months.

(see, e.g. Lebow et al. (2003); Kahn (1997); Card and Hyslop (1997)), the results in Figure

2 are quantitatively di↵erent from much of the existing literature. The 18.5% quarterly ad-

justment probability implies a mean duration of wage contracts of approximately 6 quarters

if one were to assume a constant hazard of adjustment as in Calvo (1983).

The patterns of nominal wage adjustments for job-stayers are fairly robust across workers

who are compensated in di↵erent ways. In the online appendix, we show that the patterns

in Figure 2 are nearly identical if we restrict our sample to only non-commission workers,

only commission workers, only non-commission workers who receive a bonus and only non-

commission workers who do not receive a bonus. These findings suggest that base wage

adjustments do not di↵er across workers who receive other types of compensation. Addi-

tionally, we show that the patterns of base wage adjustment are nearly identical for those

workers who are paid hourly and who have substantive movements in monthly reported

hours worked throughout the year. Even for workers whose hours appear allocative, there

are essentially no nominal base wage cuts and roughly one-third of workers do not receive a

year-over-year nominal base wage increase.

Table 4 shows additional moments of the base wage change distribution. For this table,

we only report results pooling both hourly and salaried workers given the frequency of

adjustment distributions were similar between the two groups.18 During this period, mean

18To limit the e↵ect of extreme outliers when computing mean wage changes, we winsorize both the top and
bottom 1% of nominal wages and the top and bottom 1% of wage changes. We only do this when computing
the size of wage changes conditional on a wage change occurring. This does not a↵ect our frequency of wage

19

Source: Grisby, Hurst & Yildirmaz (2020)



Measuring Wage Rigidity

Two issues: 

1. What matters is the (PDV of) wages for new hires: 

• wage of workers hired before  irrelevant for firms’ incentive to create new job 

• what matters is how much firms need to pay for workers newly hiring at time  

2. Difficult to measure rigidity in new hire wages due to compositional differences: 
• naive idea is to compare workers hired in booms and recessions 
• workers/jobs in recessions and booms might be very different 
• not an apple-to-apple comparison

t

t
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■ Posted wages in online job vacancies are rigid downward

Hazell and Taska (2022)

43

Figure 1: Nominal Posted Wage Growth at the Job Level and Unemployment Changes

Notes: the graph plots wage growth of nominal posted wages, in percent, from Burning Glass; and state by quarter unemploy-
ment changes, in percentage points, from the Local Area Unemployment Statistics. The sample period is 2010Q1-2020Q2. To
construct wage growth, we take the mean wage within each job and quarter, and then take log differences at the job level. We
collect wage growth and unemployment changes into 100 bins, and add a non-parametric regression line.

In the main contribution of the paper, we find that our measure of the wage for new
hires is rigid downward, but flexible upward. We present two pieces of evidence. First,
we detect signs of a constraint on wage setting. The posted wage rarely changes between
successive vacancies of the same job—typically changing once every 5-6 quarters. When
wages do change for a given job, they are four times more likely to rise than to fall. Many
papers, since at least McLaughlin (1994), document infrequent and asymmetric changes in
continuing workers’ wages. Our paper shows the same for a measure of new hires’ wages.

Second, at the job level, the posted wage rises during expansions but does not fall during
contractions. Figure 1 shows this result in a binned scatterplot. In the figure, the posted
wage is averaged by job and quarter. On the vertical axis is wage growth between two
consecutive vacancies for the same job. On the horizontal axis is the growth in quarterly
state level unemployment between the quarters in which the vacancies are posted.1 As state
unemployment decreases, the posted wage rises strongly, with wages responding similarly to
small and large declines. As state unemployment increases, wages do not fall—neither for
small nor for large increases. Figure 1 isolates job level growth in posted wages, to remove

1Since many jobs do not post in consecutive quarters, sometimes the change in unemployment between
postings is large. Average wage growth is greater than zero even during contractions, because some jobs
experience positive wage growth during contractions.

3



3. Discount Rate Shock
■ The third attack by Hall (2017) & Kehoe et al. (2022) focus on the nature of the shock 

■ In the end, labor productivity is not correlated with unemployment (even wrong sign)

44
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Asset Prices and Unemployment
■ Stock prices feature strong negative correlation with unemployment

45

2
4

6
8

10
D

et
re

nd
ed

 U
ne

m
pl

oy
m

en
t r

at
e

-1
-.5

0
.5

1
D

et
re

nd
ed

 lo
g 

R
ea

l S
to

ck
 P

ric
e 

(S
&P

 5
00

)

1950 1960 1970 1980 1990 2000 2010 2020

Stock Price Unemployment Rate



Financial Dicounts

■ Asset pricing equation: 
 

•  fluctuates massively due to fluctuations in , not . 

■ What happens to unemployment if  changes?

Pt r d

β ≡ 1/(1 + r)

46

Pt =
∞

∑
s=0

1
(1 + r)s

dt+s



Recap: An Increase in β

47

c = βq(v/u)
1

1 − β(1 − s)
[(1 − γ)(z − b) − (v/u)γc]v

u

Free entry

Beveridge curve

v*

u*u**

v**

s(1−u) = M(u, v)



Quantification
■ Kehoe et al. (2022) argued this effect is quantitatively tiny 

■ Why? Firm’s PDV of profits from a match: 
 

■ Log-derivative: 
 

• at annual frequency 

• Assume    
• Not at all enough to solve Shimer puzzle 
• In DMP, creating a job is a short-term investment (expected duration 5 years)

s ≈ 22 %
β = 0.96 ⇒ d log J

d log β ≈ 3

48

J ≡
∞

∑
s=0

(β(1 − s))s(z − w) =
1

1 − β(1 − s)
[z − w]

d log J
d log β

=
β(1 − s)

1 − β(1 − s)



Is Creating a Job Long-Term Investment?
■ Kehoe et al. (2022) incorporate human capital accumulation on-the-job: 

 

■ This results in: 
 
 

■ Higher  would increase   

• Human capital accumulation makes a job creation long-term investment 
• When investment is long-term, its return is more sensitive to discounting 

■ They argued this solves Shimer puzzle

g d log J
d log β

49

J ≡
∞

∑
s=0

(β(1 − s)(1 + g))s(z − w) =
1

1 − β(1 + g)(1 − s)
[z − w]

d log J
d log β

=
β(1 + g)(1 − s)

1 − β(1 + g)(1 − s)



4. Separation Shock

■ So far, we have not considered time variation in the separation rate,  

■ Shimer (2005) argued that fluctuations in separation cannot be important  

■ Why?  
Let’s take the baseline DMP model and simulate the impulse response to  shock.

st

s

50



IRF to Separation Shock

51



Counterfactual Vacancy Response

■ Highly counterfactual response of vacancy 

■ Recall that Beveridge curve in the data tells us  

■ Separation shock implies  

■ Separation shock cannot be a major driver of unemployment fluctuations 

■ Coles & Kellishomi (2018) argue this relies on counterfactual free-entry assumption 
• Infinitely many firms are waiting to create a vacancy

corr(u, v) < 0

corr(u, v) > 0

52



Inelastic Vacancy Creation
■ Suppose vacancy is a stock and new creation is inelastic 

■ For simplicity, suppose  vacancies can be created every period 

■ Stock of vacancy in the economy evolves 

■ Law of motion of unemployment is fully characterized by

ω

53

ut+1 − ut = st(1 − ut) − f(θt)ut

θt = vt /ut

vt+1 − vt = ω − q(θt)vt

vt+1 − vt = ω − q(θt)vt



IRF to Separation Shock with Inelastic Vacacancy
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More General Case

■ Of course, the previous example is extreme 

■ Coles-Kellishomi (2018) considers a model in-between: 
 
 
 

where . 

• When , we have DMP 
• When , we have the previous example

c(ω) = c
1

1 + 1/ξ
ω1+1/ξ

ξ = ∞
ξ → 0
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c′ (ω) = βq(θt)𝔼
∞

∑
n=t

(β(1 − s))n−t[zn+1 − wn+1]



IRF to Separation Shock in Coles-Kellishomi
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Free entry with small surplus (H/M with JD implies) vacancies increase given a rise 
in unemployment. This vacancy response ensures unemployment quickly  recovers 
to its long-run steady state. This adjustment process also implies  unemployment and 
vacancies covary positively, which is inconsistent with the Beveridge curve.

In contrast with  ξ = 0.265 , Figure  3 demonstrates the vacancy stock falls 
as  unemployment increases.10 The job separation shock not only destroys some 
 vacancies, it generates a rising tide of unemployed workers, some of whom quickly 

10 The initial iterations in Figure 3 are affected by the assumed timing of the model. For the free entry case, 
a higher job separation rate   δ t    (which is known at Stage  I but separations do not occur until Stage V) reduces 
Stage III market tightness. Because Stage III unemployment is on trend for the "rst iteration, lower market tight-
ness then implies vacancies fall below trend for the "rst iteration (but subsequently increase as unemployment 
increases). Conversely for the case  ξ = 0.265 , new vacancy creation   i t    is always above trend (which ensures the 
 unemployment stock eventually returns to trend). For the "rst two iterations, the stock of vacancies (measured at 
Stage III prior to job destruction) is slightly above trend. But steeply increasing unemployment and oversampling 
then cause the vacancy stock to plummet, where the vacancy stock begins to recover only when unemployment falls 
below its peak. 

Figure 2. Impulse Response of Unemployment to a Separation Shock

Figure 3. Impulse Response of Vacancies to a Separation Shock
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Hiring Looks Inelastic in the Data

■ But what is “separation shock”? 

■ We endogenize separation in the problem set
57
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 rematch with the existing vacancy stock. With an inelastic vacancy creation  process, 
oversampling of the vacancy stock by newly laid-off workers causes the vacancy 
stock to fall. Unemployed worker job !nding rates then plummet as the  increasing 
number of unemployed workers pursue ever scarcer vacancies. These   dynamics 
thus  generate results consistent with Shimer (2012), the reason being that a 
( recession-leading but short-lived) job separation shock causes (persistently) high 
unemployment and (persistently) low job !nding rates. And by not imposing zero 
job separation shocks, the calibrated model is then free to !nd it is the job separation 
process that drives unemployment volatility.

V. The 2008–2009 Great Recession

The power of the approach is readily demonstrated by considering the  aggregate 
labor market dynamics of the US economy following the 2008–2009 Great 
Recession. Using Current Population Survey (CPS) data, Figure 4 describes (sea-
sonally adjusted) gross hires and gross job separations.11 It also plots (nonfarm) 
layoffs taken from JOLTS (a time series which has been available since 2001).

Figure 4 reveals the unprecedentedly large spike in layoffs across the  2008–2009 
Great Recession. Ceteris paribus, the free entry approach predicts vacancies increase 
and hires surge following such a shock. This did not happen. Instead, and consis-
tent with our approach, this demonstrably large job separation shock generated 
Beveridge curve dynamics: the stock of vacancies fell steeply as unemployment 
increased.

11 Series are constructed by the Bureau of Labor Statistics from the CPS and are available at https://www.bls.
gov/cps/cps_flows.htm.

Figure 4. US Job Turnover (2000–2015)
Notes: Hires measure is the ,ow of workers from unemployment and nonlabor force to 
employment. Job separations is the ,ow of workers from employment to unemployment and 
nonlabor force (all in thousands). 
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Figure  5 describes in greater detail the evolution of the US labor market 
across and subsequent to the 2008–2009 layoff spike. Using the Shimer (2005) 
 methodology, it describes unemployment, market tightness, productivity, and  layoffs,  
each  measured  as log deviations from trend using an HP "lter with  smoothing 
 parameter  10     5  .

At the start of the layoff spike, market tightness was slightly above trend and 
unemployment slightly below. The surge in layoffs coincided with steeply  increasing 
unemployment, a steep fall in vacancies (not graphed) and an even steeper fall in 
market tightness (graphed). Yet over this time period,  2008–2015, productivity 
was positively correlated with unemployment. Free entry and small surplus thus 
 predict market tightness should have been positively correlated with  unemployment. 
Consistent with Table  4, however, Figure  5 reveals that market tightness was 
instead strongly negatively correlated with unemployment. Furthermore, with high 
 unemployment and above trend productivity from 2010 onward, free entry predicts 
the vacancy stock and gross hires should both have been well above trend. Figure 4 
demonstrates hire #ows merely reverted to trend. It is thus  dif"cult to rationalize the 
post-2008 evolution of the US economy using the free entry approach. In contrast 
with  ξ = 0.265  , the impulse response functions (Figures 2 and 3) yield  qualitatitively 
identical behavior following a job separation shock.

We identify the extent to which our framework is consistent with the data for 
the period 2001–2015 using the JOLTS layoff series as a more direct measure of 
the job separation process.12 Although the 2008–2009 layoff spike is not  consistent 

12 Though it should be noted that temporary layoffs are widespread in the United States; see, e.g., Feldstein (1976) and Fujita and Moscarini (2017).

Figure 5. US Labor Market Indicators (2008–2015)
Notes: Series are quarterly deviations from HP trends (λ =   10   5  ). Productivity is the Bureau 
of Labor Statistics (BLS) output per worker from Major Sector Productivity and Costs; unem-
ployment is BLS constructs from CPS; vacancies used in market tightness is job openings from 
JOLTS; and layoffs are also from JOLTS (nonfarm business).
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Summary

■ DMP model where vacancy creation is endogenous 

■ But it fails terribly in explaining unemployment fluctuations (“Shimer puzzle”) 

■ Broadly, three attacks to Shimer puzzle: 
1. Make profits volatile 
2. Make discount rates volatile 
3. Abandon free-entry (and consider separation shock) 
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c = βq(θt)𝔼
∞

∑
n=t

(β(1 − s))n−t[zn+1 − wn+1]
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