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What is Industrial Policy?
■ Industrial policy:  

“targeted intervention to certain economic activity in pursuit of a public goal” 

■ In a nutshell, “we promote X but not Y” 

■ Examples: 
• South Korea in the 1970s: Heavy and Chemical Industry (HCI) drive 

- preferential tax and financing and low input tariffs for targeted sectors 
• Japan in the 50s-70s: 

- import controls, export promotion, R&D support for targeted sectors 
• Taiwan after 80s: 

- “Hsinchu Science Park”: preferential taxes for targeted sectors (semiconductors)
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More Recent Examples
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Table 1: Industrial Policy Goals: Examples

Policy Description Targeted Activity Policy Instrument

1 Brazil increased import tari!s for various
IT and telecommunication goods to
stimulate innovation and strengthen the
national IT sector.

IT and telecommunica-
tions

Import tari!

2 The Ministry of Industry and
Information Technology released a policy
[...] to boost growth in the Chinese battery
industry, particularly for automobiles.

Batteries State Loan

3 [...] the Ministry of Information Industry
(MII) of the People’s Republic of China
(PRC) issued a Planning Release [...] The
release [...] seeks to provide guidance on
maintaining and strengthening the PRC’s
position in the global ship-building industry.

Shipbuilding State Loan

4 The Ecuadorian Executive adopted
Decree 675, increasing the percentage of
bioethanol in regular fuel [...] aiming to
boost biofuel consumption and production
while supporting local agriculture.

Biofuels, agriculture Price stabilization

5 The government of Egypt increased for
USD 1,000, its flight subsidies for
international charter flights [...] [the] core
scope [of this program] was to boost Egyptian
tourism overall.

Tourism Production subsidy

6 The German Federal Government
published the Artificial Intelligence (AI)
Strategy, aiming to increase competitiveness
and secure responsible AI development in
Germany and Europe.

AI State aid, unspecified

7 [...] government of Japan approved [...]
supplementary subsidy to support exports
of goods identified under the agricultural
export expansion strategy [...].

Selected agricultural
products

Other export incen-
tives

8 Nigeria’s Federal Executive Council
approved a new national automotive
policy to strengthen the automotive sector
and limit imports of used cars.

Automobiles Import tari!

9 The South African Executive launched
the Green Economy Accord [...] to
promote the development of the Green
Economy.

Green activities State loan

10 [...] US Administration enacted the
CHIPS and Science Act of 2022 to boost
American semiconductor manufacturing,
research, workforce development, and
advanced wireless communication
technologies.

Semiconductors Multiple

Notes: The table shows excerpts of policy descriptions and instrument types from the Global Trade Alert database, which
we use in this study. The text that refers to the goals of the policy has been italicized by us.

export loans). Augmenting these text-based classifiers with policy information does
not improve predictive performance. This finding confirms the long-standing concern
in the literature that policy instruments do not correspond well to industrial policy.
Furthermore, we show that large language models, which incorporate the semantic
content of policy text, outperform our benchmark text-based logistic classifiers, which
discard textual information. Together, these results confirm that policy instruments
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TheInstruments of Industrial Policy

4
(a) All Policies

(b) National Policies

(c) Implementing Agency-Policy Instrument Pairs

Figure 7: The Instruments of Industrial Policy
Notes: The charts show the top eight most-used policy instruments by all the measures. Below eight,
IP activity is too small to display clearly. The most-used policy instruments by each measure of IP
activity are the same, and the excluded policy instruments are the same for each measure of IP
activity, too. The excluded MAST chapter codes are: Price-control measures, Migration measures,
Capital control measures, Finance measures, Intellectual property, Contingent trade-protective
measures. For Panel (c), Implementing Agency–Policy Instrument Pairs, we calculate the number of
agencies implementing at least one industrial policy via each policy instrument in each year, and then
sum these counts across years.
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Question

1. What are the economic rationales of industrial policy? 

2. Does it work in practice?
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1. What are the Economic Rationales 
of Industrial Policies?
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Roadmap

1. Equilibrium without policies 

2. Explore the role of policies 

3. Explore the role of trade
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1.1.   Equilibrium without Policies
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Environment
■ Two periods,  

■ Two sectors:  (say, manufacturing and agriculture) 

■ Aggregate consumption (which is also equal to GDP): 

■ A firm produces each good with  

■  are exogenous, but  are given by 
 

• : sector-level employment (i.e., ,  with  large) 
• The more people work in a sector, the more ideas they create

t = 0,1

s = m, a

{Am0, Aa0} {Am1, Aa1}

Lm, La Lm = ∑N
i=1 lmi La = ∑N

i=1 lai N

9

Ct = (cmt)γ(cat)1−γ

ymt = Amt × lmt, yat = Aat × lat

Am1 = Am0 + βmLm0, Aa1 = Aa0 + βaLa0, where βa, βm ≥ 0



Household Optimization
■ Given prices , households choose how much to consume each good: 

 
 

■ The Lagrangian is  

• FOCs:  
 

■ Eliminating Lagrangian multipliers, 

(pat, pmt)
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s.t. patcat + pmtcmt = wt

max
cmt,cat

(cmt)γ(cat)1−γ

ℒ = (cmt)γ(cat)1−γ + λ[wt − patcat − pmtcmt]

γ(cmt)γ−1(cat)1−γ = pmλt, (1 − γ)(cmt)γ(cat)−γ = patλt

pmtcmt

patcat
=

γ
1 − γ



Firm’s Optimization
■ Each firm maximizes its profit: 
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max
lmt

pmtAmt × lmt − wtlmt



Firm’s Optimization
■ Each firm maximizes its profit: 

■ Solution: 
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max
lmt

pmtAmt × lmt − wtlmt

lmt

= ∞ if pmtAmt > wt

∈ [0,∞] if pmtAmt = wt

= 0 if pmtAmt < wt



Firm’s Optimization
■ Each firm maximizes its profit: 

■ Solution: 
 
 
 

■ We cannot have  or  (supply never equals demand)lmt = ∞ lmt = 0

11

max
lmt

pmtAmt × lmt − wtlmt

lmt

= ∞ if pmtAmt > wt

∈ [0,∞] if pmtAmt = wt

= 0 if pmtAmt < wt



Firm’s Optimization
■ Each firm maximizes its profit: 

■ Solution: 
 
 
 

■ We cannot have  or  (supply never equals demand)lmt = ∞ lmt = 0

■ Therefore, pmtAmt = wt

■ Likewise, we have patAat = wt

11

max
lmt

pmtAmt × lmt − wtlmt

lmt

= ∞ if pmtAmt > wt

∈ [0,∞] if pmtAmt = wt

= 0 if pmtAmt < wt



Equilibrium
■ Equilibrium:  and  such that  

1. Household demand: 
 
 

2. Supply: 
 

3. Market clears (supply equals demand): 
 
 
 

4. Technology

{cmt, cat, Lat, Lmt, pat, pmt, wt}t=0,1 {Am1, Aa1}
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AmtLmt = cmtLt, AatLat = catLt

Lm + La = L

pmtcmt

patcat
=

γ
1 − γ

pmtAmt = wt, patAat = wt

Am1 = Am0 + βmLm0, Aa1 = Aa0 + βaLa0



Equilibrium Outcomes

■ Combining 1-3, we have 

■ We can recover GDP in each period from  
 
 
with 
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Lmt = γLt, Lat = (1 − γ)Lt

Yt = (AmtLmt)γ(AatLat)1−γ

Am1 = Am0 + βmLm0, Aa1 = Aa0 + βaLa0

Lat = Lt − Lmt



1.2.   The Role of Policies
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Policy Impact Today on Current GDP
■ Suppose the government can control  through policies 

■ How do they affect GDP today and in the future? 

■ Today’s GDP (after substituting ): 

■ The effect of increasing manufacturing employment is 
 
 
 
 

■ Recall in eqm, , so the gov. cannot increase today’s GDP

(Lm0, La0)

La0 = L0 − Lm0

Lm0 = γL0
15

Y0 = (Am0Lm0)γ(Aa0(L0 − Lm0))1−γ

dY0

dLm0
= γ(Am0Lm0)γ−1(Aa0(L0 − Lm0))1−γAm0 − (1 − γ)(Am0Lm0)γ(Aa0(L0 − Lm0))−γAa0

= Y0 [ γ
Lm0

−
1 − γ

L0 − Lm0 ]



Policy Impact Today on Future GDP
■ What about future GDP? 

■ GDP at  (after imposing  and ) 
 

■ The effect of increasing manufacturing employment at  is 
 
 

■ Since , the gov. can increase future GDP by increasing  if 

t = 1 Lm1 = γL1 La1 = (1 − γ)L1

t = 0

Lm0 = γL0 Lm0
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Y1 = (γ [Am0 + βmLm0])
γ

((1 − γ)[Aa0 + βa(L0 − Lm0)])
1−γ

L1

dY1

dLm0
= Y1 [ γβm

Am0 + βmLm0
−

(1 − γ)βa

Aa0 + βa(L0 − Lm0) ]
γβm

Am0 + βmγL0
−

(1 − γ)βa

Aa0 + βa(1 − γ)L0
> 0



βm = βa = 0
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βm > βa = 0
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βa > βm = 0
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1.3.  Is Protectionism Good?
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Opening Up to Trade
■ Now suppose a country can trade with foreign countries 

■ Assume that the trade takes place at exogenous world prices of  

■ Households can buy goods at price  and they solve 
 
 
 

■ This results in the similar condition as before:

(p̄m, p̄a)

(p̄m, p̄a)

21

s.t. p̄atcat + p̄mtcmt = wt

max
cmt,cat

(cmt)γ(cat)1−γ

p̄mtcmt

p̄atcat
=

γ
1 − γ



Firm’s Problem with Trade
■ A firm in manufacturing solves 

■ The solution is 
 
 
 

■ Likewise, 

22

lmt

= ∞ if p̄mtAmt > wt

∈ [0,∞] if p̄mtAmt = wt

= 0 if p̄mtAmt < wt

max
lmt

p̄mtAmt × lmt − wtlmt

lat

= ∞ if p̄atAat > wt

∈ [0,∞] if p̄atAat = wt

= 0 if p̄atAat < wt



Case with p̄atAat > p̄mtAmt
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Lt
Labor

Supply

p̄atAat

p̄mtAmt

wage, wt

Demand

The country specializes in 
agriculture



Case with p̄atAat < p̄mtAmt
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Lt
Labor

Supply

p̄atAat

p̄mtAmt

wage, wt

Demand

The country specializes in 
manufacturing



Specialize in Agriculture Forever
■ Let us consider a case with a country specializing in agriculture at : 

 
 
which holds as long as  

■ In the next period,  

■ The country ends up specializing in agriculture again as long as 
 
 
so that 

t = 0

p̄m0Am0 < p̄a0Aa0

25

Lm0 = 0, La0 = L0

Am1 = Am0, Aa1 = Aa0 + βaL0

p̄m1Am1 < p̄a1Aa1

Lm1 = 0, La1 = L1



Temporary Trade Protection
■ Can a country do better by shutting down trade at ? 

■ Suppose the country shuts down at , 

■ Then at , 

■ If , a country can now specialize in manufacturing! 

■ Does this achieve a higher GDP at ? Yes if ! 

■ This is called “infant industry mechanism”

t = 0

t = 0

t = 1

p̄m1Am1 > p̄a1Aa1

t = 1 βm ≫ βa

26

Lm0 = γL0, La0 = (1 − γ)L0

Am1 = Am0 + βmγL0, Aa1 = Aa0 + βa(1 − γ)L0

Lm1 = L1, La1 = 0
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Open to trade at t = 0

Open to trade at t = 1



Critiques 

■ The theoretical case for industrial policy is strong 

■ In practice, however, the effectiveness of industrial policy has been controversial  

■ Two issues: 

1. How does the government know ? 
• The success relies on targeting sectors with relatively higher  

2. How can we make sure the government maximizes social welfare? 
• Targeting opens the door for self-interested lobbying and the political capture

(βa, βm)
β
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2.1. Does Industrial Policy Work in Practice? 
Case of the Napoleonic Blockade 

— Juhász (2018)
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Roadmap

1. The Napoleon Blockade (France, 1803-1815) 

2. South Korea’s HCI Drive (1972-1979) 

3. Public R&D spending in the US 
1. World War II (1940-1945) 
2. Cold War (1960s)
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Background on Industrial Revolution

■ The Industrial Revolution (1760-1850) began in England 

■ The textile industry is one of the most impacted 

■ The invention of the Spinning Jenny moved the industry from home to factories 

■ The real price of yarn in Britain declined tenfold from 1785 to 1795 

■ France was lagging behind Britain 
• In 1790, France had 900 spinning jennies, while Britain had 18,000 

■ France lacked know-how, and the British competition prevented active adoption
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Industrial Revolution
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https://nazmiyalantiquerugs.com/blog/hand-spun-vs-machine-spun-wool-why-texture-tells-the-truth/
https://www.faribaultmill.com/pages/spinning-jenny

https://nazmiyalantiquerugs.com/blog/hand-spun-vs-machine-spun-wool-why-texture-tells-the-truth/
https://www.faribaultmill.com/pages/spinning-jenny


Napoleonic Blockade (1803-1815)

■ During the Napoleonic Wars, in 1806, Napoleon implemented a blockade of Britain 
• In an attempt to stop British goods from entering Continental Europe 
• Ports were closed to ships carrying British goods 
• The military was active in patrolling the coastline 

■ However, the degree of enforcement differed across the continent 
• Near perfect enforcement in the territory of French empire 
• Northern Europe was under Napoleon’s control, so well enforced 
• Southern Europe wasn’t, so couldn’t stop the inflow of British goods
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Number of Ships Traveling to/from Britain
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 trading routes between Britain and Continental Europe changed throughout the 
blockade. To identify these, I collected data from the Lloyd’s List on ship move-
ments between Britain and Continental Europe for the period 1787–1814.15 Using 
these data, I am able to measure the number of ships sailing between Britain and each 
Continental European port in any given year. Online Appendix Figure A.5 shows 
time series evidence about the uneven effects of the blockade for different parts of 
the European coastline. These data con!rm regional variation in the blockade found 
using British export data. They also show that direct shipping to the French Empire 
during the blockade was virtually nonexistent. Finally, they make clear that Baltic 
ports were used from 1803–1806 when the initial blockade of the Channel and the 
North Sea coast was !rst imposed.

To smuggle successfully, the British needed access to stable ports directly under 
their control in order to set up their merchant infrastructure. Figure 1 contains data 
from the Lloyd’s List, disaggregated to the level of European ports, for a year before 
the disruption to trade began (1802), and a blockade year (1809). This !gure visual-
izes the dramatic change in trading routes. Each circle is proportionate to the num-
ber of ships sailing between Britain and a given port for a given year. There were 
four ports from where the British conducted a large part of their smuggling during 
the blockade years: Helgoland and Gothenburg in northern Europe, and Gibraltar 
and Malta in the Mediterranean. With the exception of Gothenburg, each of these 
belonged to the British. They were thus stable ports where merchants were able to 
stock inventory.

In the north, both Gothenburg and Helgoland were far from ideal as smuggling 
centers, as neither had direct overland access to northern Europe. As such, they were 
reliant either on decreased vigilance along the North Sea coast (Helgoland), or on 
Russia and Prussia’s shifting allegiances which determined whether ships would 
be allowed entry (Gothenburg). Marzagalli (1999) describes how merchants from 
Britain, Holland, and Hamburg relocated their business to Gothenburg in order to 

15 The data will be described in more detail in Section III. 

Gothenburg

Helgoland

MaltaGibraltar

Panel A. 1802 (pre-blockade) Panel B. 1809 (blockade)

Number of ships

1 10 100

Number of ships

1 10 100

Figur& 1. Num(&r )* Shi,- Tr./&0i1g B&23&&1 2h& Gi/&1 P)r2 .14 Bri2.i1

Source: Lloyd’s List



Trade Cost Shock

■ Define trade cost shock as log-changes in 
the shortest route to London 

■ Northern France experienced a larger shock 

■ Southern France not much

35
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that their effective distance to London was initially high. Moreover, given that trade 
routes in the south were disrupted to a smaller extent during the blockade, the gen-
eral direction of trade for these regions did not change. While there was an increase 
in effective distance as a result of trade being diverted to land routes, this was 
much smaller than in the north. For example, for Pyrenees-Orientales (prefecture 
Perpignan), the pre-blockade distance was 548 land-based kilometers, while during 
the blockade it increased to only 689 land-based kilometers. During the block-
ade, the algorithm predicts that goods destined for this department were smuggled 
through Gibraltar and only made an overland journey from Barcelona.

To what extent does this measure accurately capture the increase in trading costs 
between Britain and a given department in France? One worry is that by excluding 
any form of direct smuggling between Britain and France, we are introducing sys-
tematic measurement error. While it is certainly true that some direct smuggling 
between Britain and France took place during the Napoleonic Wars, historians seem 
to agree that this was far riskier than indirect smuggling routes and this is also 
con!rmed by British export data.20 The fact that third-country ports were used is 

20 Online Appendix A.3.2.4 contains a more detailed discussion of this point. 

0.00–0.61

0.62–1.00

Trade cost shock

1.01–1.58

1.59–2.18

2.19–2.90

Figur& 2. Tra(& C)*t S,)-. (log Change in Effective Distance to London)



Questions

■ Did the North develop Cotton spinning relative to the South? 

■ In the short run? In the long run? 

■ Did the North achieve higher economic development relative to the South?

36



Short-Run Impact

37

3355JUHÁSZ: TEMPORARY PROTECTION AND TECHNOLOGY ADOPTIONVOL. 108 NO. 11

1812, spinning capacity in the French Empire increased by about 370 percent, from 
380,000 to around 1.4 million spindles. A look at Figure 3 reveals the extent to 
which growth in spinning capacity was distributed unevenly. Particularly striking 
is the increase in spinning capacity along the English Channel, where the increase 
in the costs of trading with Britain was the largest. By 1812, the largest spinning 
department in the French Empire was located along the English Channel (Seine-
Maritime). In general, more southern regions of the Empire stagnated. In particular, 
southeastern regions along the border with Spain saw outright decline in all depart-
ments. According to reports from the prefects, many modern !rms in these areas 
went bankrupt.22

Reports from various departments paint a picture consistent with the numbers. 
Southern departments unanimously complained about a collapse in demand, with 
some blaming competition from foreign yarn.23 The situation in the northern depart-
ments could not have been more different. A report from the Nord stated that there 
was not much change in activity in linens, woolens and hemp. In contrast, they 
stated, trends in mechanized cotton spinning were completely different. In this 
branch of the textile sector, despite the high price of raw cotton, activity had picked 
up considerably, particularly during 1809 and 1810.24

It is worth bearing in mind, that the large increase in spinning came at a time when 
the economic environment was highly uncertain and a number of factors speci!c to 
the cotton industry made any form of development surprising. Importantly, cotton 

22 AN/F12/1570–1589. For example, the report from the prefect in Gers states all modern !rms picked up in 
the 1806 survey had gone bankrupt, while that from the prefect of Haute-Garonne also states that many entrepre-
neurs have shut down. 

23 AN/F12/1570–1589. Foreign yarn is blamed by the Rhone department. 
24 AN/F12/1581. 

Spindles 1803

0.1 1 100

Spindles 1812

0.1 1 100

Panel A. Spindles per ’000 inhabitants, 1803 Panel B. Spindles per ’000 inhabitants, 1812

Figure 3. Variation Use,: S-ort-run Regressions

Notes: Missing or dropped observations denoted by X. Departments observed for only one time period not shown to 
ensure comparability of the graphs across the two time periods. Scale not comparable across time periods.



Short-Run Regression
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C. Baseline Results

Table 1 contains the results from estimating equation (1). The scatter plot and the 
baseline linear !t is plotted on online Appendix Figure A.7. The estimated effect of 
protection from British competition is large and statistically signi!cant. The point 
estimate of 33.47 in column 1 implies that moving from the 25th to the 75th per-
centile of the trade cost shock leads to a predicted increase in spinning capacity 
per capita that is about the same size as mean spinning capacity in 1812 across 
departments. To assess the relative size of the shock, moving from the 25th and 75th 
percentile (roughly 400 land based kilometers) is equivalent to moving a department 
along the English Channel to the Spanish border. That would imply moving Bruges, 
in present-day Belgium, to Toulouse, in present-day France.

Results are robust to alternative measures of the trade cost shock and different 
assumptions about the functional form of the speci!cation.30 In order to  understand 
the extent to which treatment intensity is continuous, I include a  time-varying  intercept 

30 Online Appendix Tables A.3–A.8 contain the results. These are discussed in detail in online Appendix A.2.

Table 1—S&o()-(*n E,,e-) o, T(a.e P(o)e-)/on on Me-&an/0e. Co))on S1/nn/n2 Ca1a-/)3

Spindles per thousand inhabitants
(1) (2) (3) (4) (5) (6) (7)

Effective distance 33.47 33.48 34.78 24.73 32.96 42.18 38.82
0.47 0.47 0.49 0.35 0.46 0.52 0.48

(9.80) (9.89) (10.47) (10.90) (9.75) (12.54) (13.23){10.00} {10.06} {10.58} {11.07} {10.01} {13.50} {13.46}
Streams × 1812 −0.14 −1.16(1.50) (2.17)
Coal × 1812 −3.93 4.11

(4.21) (7.47)
Market potential × 1812 41.05 30.19

(21.58) (30.19)
Knowledge access × 1812 40.87 34.90

(15.22) (21.79)
Literacy × 1812 46.41 27.79

(21.16) (18.86)
Time !xed effects Yes Yes Yes Yes Yes Yes Yes
Department !xed effects Yes Yes Yes Yes Yes Yes Yes
Observations 176 176 176 176 176 126 126

Adjusted R2 0.34 0.33 0.34 0.36 0.37 0.42 0.45
Num. clusters (dept) 88 88 88 88 88 63 63
Num. clusters (gen) 40 40 40 40 40 30 30

Notes: Dependent variable: spindles per thousand inhabitants in department  i  at time  t . Departmental population 
held constant at its 1811 level. Effective distance is measured as the natural logarithm of the shortest route to 
London for each department i at time  t . Controls (all interacted with an indicator variable which takes the value of 
one in 1812 and is zero otherwise): Literacy is measured as the proportion of men able to sign their wedding certif-
icate in 1786. Coal is the inverse of log distance to the nearest coal!eld. Streams is de!ned as the natural logarithm 
of mean stream4ow (m3/s). Knowledge access is de!ned as market access to universities in 1802. Market potential 
is de!ned as market access to urban population in 1800. Standardized coef!cients in italics. Standard errors clus-
tered at the level of the department in parentheses, standard errors clustered by généralités in curly brackets. The 
number of observations differ across columns because of missing observations for the literacy measure. For further 
details on the data, see online Appendix A.3.

Sit = αi + δt + γ ln Dit + ϵit, t ∈ {1803,1812}

■ Moving from 25th to 75th 
in  doubles Dit Sit



Placebo
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and 1806 contain the date the !rm was founded, we know which !rms were already 
active in 1794. Using this information, I approximate spinning capacity at the depart-
mental level in 1794 by using spinning capacity in 1803 for !rms already active in 
1794. This assumes that all growth in spinning capacity took place on the extensive 
margin of !rm entry and that !rms did not go bankrupt, neither of which are likely 
to hold. However, to the extent that results from online Appendix Table A.5 for the 
period 1803–1806 are representative more generally, we should expect the extensive 
margin to be the quantitatively more important way in which departments increased 
spinning  capacity. Column 1 estimates the baseline regression for the pre-treatment 

Table 3—Fal&i(i)a*io, Te&*&

Pre-treatment period: 1794–1803 Treatment period: 1803–1812
Spind. Spind. Spind. K/L Mach. Wool Leather

(1) (2) (3) (4) (5) (6) (7)
Effective distance 5.89 3.32 2.08 −0.07 −0.02 −2.25 −0.02

0.18 0.10 0.06 −0.07 −0.06 −0.07 −0.13(2.94) (3.56) (4.90) (0.26) (0.10) (2.93) (0.01){3.22} {4.01} {5.69} {3.11}
Market potential × 1812 12.08 9.47

(5.85) (8.93)
Streams × 1812 −0.10(0.53)
Coal × 1812 2.53

(3.23)
Knowledge access × 1812 4.93

(5.74)
Literacy × 1812 0.44

(3.33)
Time !xed effects Yes Yes Yes Yes Yes Yes Yes
Department !xed effects Yes Yes Yes Yes Yes Yes Yes
Observations 176 176 126 78 74 138 116

Adjusted R2 0.19 0.21 0.15 0.32 0.11 0.18 0.05
Num. clusters (dept) 88 88 63 39 37 69 58
Num. clusters (gen) 40 40 30 23 21 32 28

Notes: Columns 1–3: pre-treatment trends test for mechanized cotton spinning. Columns 4–5: falsi!cation test for 
other outcome variables in mechanized cotton spinning. Columns 6–7: placebo test for two other industries; wool 
spinning and leather tanning. Dependent variable in Columns 1–3: number of spindles per thousand inhabitants 
in department  i  in 1794 and 1803. Departmental population held constant at its 1811 level. Column 4: capital-la-
bor ratio in mechanized cotton spinning in department  i  at time  t  measured as the log number of spindles per unit 
of labor employed. Column 5: capacity in different vintages of machines measured as the proportion of spindles 
used in mule jennys relative to spindles in “!latures continus” in department  i at time  t. Column 6: labor employed 
in woolen spinning per thousand inhabitants in department i  at time  t . Employment measured in 1792 and 1811. 
Column 7: number of leather tanning !rms in department  i at time  t. Number of !rms measured in 1794 and 1811. 
Effective distance is calculated as the natural logarithm of the shortest route to London for each department  i at time  
t. Controls (all interacted with an indicator variable which takes the value of one in 1812 and is zero otherwise): 
Literacy measured as the proportion of men able to sign their wedding certi!cate in 1786. Coal is the inverse of log 
distance to the closest coal!eld. Streams is de!ned as the natural logarithm of mean stream-ow (m3/s). Knowledge 
access is de!ned as market access to universities in 1802; Market potential is de!ned as market access to urban pop-
ulation in 1800. The number of observations differ across columns 1–3 because of missing observations for the lit-
eracy measure. Columns 4–5 are estimated on the subsample of departments with positive spinning capacity in both 
1803 and 1812. The dependent variable is only de!ned for these departments. Sample size differs across columns as 
not all departments reported labor employed and the type of machine used. Columns 6–7 are estimated on the larg-
est sample for which the data are available. For further details on the data, see online Appendix A.3. Standardized 
coef!cient in italics. Standard errors clustered at the level of the department in parentheses, standard errors clustered 
by généralités in curly brackets. The latter is not reported in cases where the number of généralités is less than 30. 
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in territory and missing observations for the control variables. Relative to the short-
run analysis, the sample is reduced in size because France lost all territorial gains 
made throughout the 1793–1815 period. In every instance, I have chosen the largest 
possible sample on which to estimate the effects of interest instead of limiting the 
analysis to a signi!cantly smaller, but consistent sample. I report two types of stan-
dard errors: Huber-White robust standard errors are reported in parentheses, while 
standard errors clustered at the level of généralités are reported in curly brackets.

I begin by estimating persistence in the location of mechanized cotton spinning. 
Figure 4 visualizes the spatial distribution of spindles per thousand inhabitants 
across the departments for the two time periods which I examine, 1840 and 1887. 
One of the most striking aspects of the evolution of spinning capacity over time is 
the almost complete decline of cotton spinning in the more southern departments. 
As more northern departments kept increasing their spinning capacity throughout 
the nineteenth century, southern departments not only stagnated, but actually shrank 
in absolute size.43 This is the strongest evidence against an alternative mechanism 
under which slowly diffusing technology from Britain drives the results. In this case, 
we would expect more southern departments to expand over time as they acquire 
technology, which is the opposite of what I !nd.

43 Depending on the size of internal trade costs, a less competitive mechanized spinning sector in southern 
departments may either survive or decline in the long-run according to the infant industry model. Internal transpor-
tation costs in France were falling throughout the nineteenth century (Combes et al. 2011) because of innovations 
such as the railroad. It is therefore plausible that less competitive regions which managed to survive foreign and 
internal competition during the blockade, were outcompeted once domestic competition became tougher as regional 
markets became more integrated throughout the nineteenth century. 

Panel A. Spindles per ‘000 inhabitants, 1840 Panel B. Spindles per ‘000 inhabitants, 1887

1,000100.1

Spindles 1840

1,000100.1

Spindles 1887

Figur& 4. Varia(i)* Us&,: L)*g-Ru* P&rsis(&*-& R&gr&ssi)*s

Notes: Missing or dropped observations are denoted by X. Departments not observed in 1812 not shown as these 
are missing from the regressions as the regressor of interest is not observed. Haut-Rhin and Bas-Rhin were ceded 
to Germany 1871–1918. Data for 1887 is not available for these latter departments. Scale not comparable across 
time periods.
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Table 4 contains the estimation results that examine persistence in the location 
of mechanized cotton spinning.44 Spinning capacity in 1840 and 1887 is measured 
as the number of mechanized spindles per thousand inhabitants, holding popula-
tion unchanged at its 1811 level. Unsurprisingly, the OLS estimates (columns 1–4 
point to a positive and signi!cant correlation between spinning capacity in 1812 
and subsequent years. The forces which rendered a particular department attractive 
for mechanized cotton spinning in 1812 showed a high degree of persistence across 
time. More interestingly, the 2SLS estimates (columns 5–8), which use only varia-
tion in post-blockade mechanized cotton spinning activity caused by uneven trade 
protection, are positive and signi!cant. Across both OLS and 2SLS speci!cations, 
I estimate the coef!cient of interest controlling for lagged spinning capacity (mea-
sured in 1803) and additional controls measured prior to the blockade.45 The pre-
ferred speci!cation includes lagged spinning capacity only as an additional  control 

44 The !rst stage and reduced form are reported in online Appendix Table A.11. 
45 The same speci!cations excluding lagged spinning capacity as a control are presented in online Appendix 

Table A.10.

Table 4—Pe&s(s)e*ce (* ),e L-ca)(-* -. C-))-* S/(**(*0 Ac)(1()2, 1840–1887: OLS a*3 2SLS

Spindles per thousand inhabitants

OLS 2SLS
Dep var measured in: 1840 1840 1887 1887 1840 1840 1887 1887

(1) (2) (3) (4) (5) (6) (7) (8)
Spindles, 1812 3.04 2.47 4.75 5.06 2.12 2.68 4.72 4.85

(0.99) (0.93) (1.54) (1.71) (1.27) (0.93) (1.26) (1.39)
{0.99} {0.93} {1.57} {1.27} {0.94} {1.29}

Spindles, 1803 −2.95 −1.55 −4.69 −4.86 −1.61 −1.85 −4.64 −4.57(1.53) (1.01) (2.17) (2.42) (1.56) (1.04) (1.68) (1.84)
Literacy 71.18 −16.63 60.98 −4.29(55.35) (92.54) (55.34) (95.46)
Market potential 2.67 −33.57 −15.75 −16.38(109.61) (132.55) (104.61) (129.33)
Knowledge access −141.21 −159.55 −140.59 −159.00(83.05) (108.88) (78.31) (101.80)
Coal −27.19 12.23 −27.43 12.76

(20.57) (44.00) (18.84) (41.19)
Streams −11.19 −16.85 −10.45 −17.54(5.80) (10.08) (4.86) (8.34)
Observations 70 63 67 61 70 63 67 61
Adjusted R2 0.39 0.61 0.61 0.61
KP F-stat 12.78 10.35 15.21 10.15
Num. clusters (gen) 34 30 33 29 34 30 33 29

Notes: Dependent variable: spindles per thousand inhabitants for the respective year denoted at the top of each 
column. Departmental population held !xed at its 1811 level across all variables measured in per capita terms. 
Regressor of interest: spindles per thousand inhabitants in 1812. The instrument is the trade cost shock. Controls: 
spindles per thousand inhabitants in 1803. Literacy is measured as the proportion of men able to sign their wedding 
certi!cate in 1786. Coal is the inverse of log distance to the closest coal!eld. Streams is de!ned as the natural log-
arithm of mean stream4ow (m3/s). Knowledge access is de!ned as market access to universities in 1802. Market 
potential is de!ned as distance to urban population in 1800. All variables measured at their pre-blockade values. The 
number of observations differ across columns as controls are missing for some departments, while territorial losses 
to Germany in 1871 account for the difference in observations across the years 1840 and 1887. For further details 
on the data, see online Appendix A.3. Robust standard errors in parentheses, standard errors clustered by généralités 
in curly brackets. The latter is not reported in cases where the number of généralités is less than 30. 

Yit = α0 + β0tSi(1812) + ηit

Si(1982) = α1 + β1Δ ln(Di) + ωi
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The results are robust to the addition of departmental controls and to calculating 
industrial value added per capita in terms of contemporaneous population (Tables 
A.14 and A.16 in online Appendix A.4). I !nd no statistically signi!cant effect 
across all years on value added in agriculture or services (Tables A.18 and A.20 in 
online Appendix A.4). Taking these results together, temporary protection enabled 
regions to adopt and develop an industry that was highly innovative throughout the 
nineteenth century. Not only did the speci!c industry develop in the long term, but 
the results point to higher aggregate industrial economic activity in these regions, 
though this dissipated over time. Rather than diverting resources from their most 
productive use, it seems to be the case that trade protection enabled regions in France 
to enter a sector which was key to nineteenth-century development.

B. Exporting Outcomes

I now turn to examining exporting outcomes. The presence of tariff and non-tariff 
barriers implies that the within-country results are not suf!cient for showing that 
some regions of France had become competitive at international prices. Panels A–C 
in online Appendix Figure A.13 show exporting outcomes. In particular, I plot the 
level of exports, net exports, and exports of cotton manufactures relative to the same 
in Britain until 1830.51 As the !gures make clear, the French cotton industry under-
went a radical transformation during the period I examine. Prior to the Napoleonic 
Wars, France was a net importer of cotton manufactures. By the end of the blockade, 
they had become net exporters.52 Exports increased dynamically after the end of the 

51 The data do not differentiate between exports and re-exports until the 1820s. I have omitted re-exports once 
they are separately entered. 

52 It is dif!cult to interpret net exports for the period of the blockade, as smuggling meant that much of the 
import data is presumably not reported in the of!cial statistics. 

Table 6—I&d()*r,al Val(e Added -er Ca-,*a O(*./0e), 1860-2000: OLS a&d 2SLS

Natural logarithm of industrial value added per capita
OLS 2SLS

Dep var measured in: 1860 1896 1930 2000 1860 1896 1930 2000
(1) (2) (3) (4) (5) (6) (7) (8)

Spindles, 1812 0.0037 0.0025 0.0040 0.0025 0.0075 0.0010 0.0016 0.0031
0.3925 0.2394 0.3965 0.2527 0.7987 0.0937 0.1590 0.3128

(0.0012) (0.0012) (0.0016) (0.0012) (0.0026) (0.0026) (0.0030) (0.0026){0.0013} {0.0013} {0.0016} {0.0012} {0.0021} {0.0025} {0.0028} {0.0025}
Spindles, 1803 0.0035 0.0048 0.0046 0.0053 −0.0020 0.0070 0.0081 0.0044

(0.0020) (0.0019) (0.0020) (0.0017) (0.0035) (0.0036) (0.0041) (0.0032)
Observations 68 66 68 68 68 66 68 68
Adjusted R2 0.2414 0.1369 0.2772 0.1718
KP F-stat 12.60 15.25 12.60 12.60
Num. clusters (gen) 33 32 33 33 33 32 33 33

Notes: Dependent variable: Natural logarithm of industrial value added per capita measured at the level of the 
department. Departmental population held !xed at its 1811 level across all variables measured in per capita terms. 
Regressor of interest: spindles per thousand inhabitants in 1812. The instrument is the trade cost shock. Standardized 
coef!cient in italics. The number of observations differ across columns because of territorial losses to Germany 
between 1871–1919. For further details on the data, see online Appendix A.3. Robust standard errors in parenthe-
ses, standard errors clustered by généralités in curly brackets. 
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Background

■ The HCI drive in 1973 in South Korea was fundamentally security-driven 

■ In 1969, Nixon declared the US would not provide military support to the Asia-Pacific  

■ South Korea believed it would need to defend against a communist-backed invasion 

■ The HCI targeted six sectors: 
steel, nonferrous metals, shipbuilding, machinery, electronics, and petrochem 

■ The choice was based on the need for military modernization 
• Not necessarily based on the growth potentials 
• In fact, many foreign lenders were skeptical of the choice
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FIGURE I 
Investment Policy and the Heavy and Chemical Industry Drive 

This figure shows the patterns of investment policy through time by industry. 
Panel A plots estimates of the average effective marginal tax rate (percentage) 
on the returns to capital, accounting for changes in industry-specific tax subsi- 
dies (1969–1983). Thin lines are estimates for two-digit manufacturing industries. 
Thick lines are averages for treated and non-treated industries. Gray lines corre- 
spond to non-targeted sectors, and red (lighter gray; color version available online) 
lines correspond to targeted sectors. Panel B plots the change in the (real) value 
of total loans issued by the Korea Development Bank, 1972–1981, a representa- 
tive state lending institution. Values are real values in won. Panel C plots only 
changes in lending for machinery, a major component of HCI lending and policy 
loans. 
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(A) (B)

FIGURE II 
Industrial Policy and Industry Output 

This figure shows the dynamic DD estimates for the relationship between HCI 
and output, measured as (log) real value of gross output shipped. Coefficients in 
the plot are estimated using equation (1) . The bottom row shows dynamic DD es- 
timates: Panel A corresponds to estimates for the detailed (short) five-digit level 
panel. Panel B corresponds to estimates for the aggregate (long) four-digit level 
panel. Baseline columns are baseline two-way fixed effects regressions, and Plus 
Controls columns include pretreatment controls. The top row shows the predicted 
outcomes of the fitted model to show group-specific trends; lines correspond to 
predicted values for treated and control industries for each point before and af- 
ter 1972. For specifications with controls, predictions use the mean values of the 
controls. All estimates are relative to 1972, the year before the HCI policy. 1979 
demarcates the end of the Park regime. Standard errors are clustered at the in- 
dustry level. Ninety-five percent confidence intervals are shown in gray. 
issues discussed above by comparing Korean industries to similar 
international industries. First I consider the baseline estimates. 
V.B. Direct Impact on Industrial Development: Results 

1. Key Patterns and Output Expansion. Figure II plots base- 
line dynamic DD estimates for the effect of HCI on output, 
measured as real value shipped. Panel A provides estimates 
for the detailed (short) five-digit panel, which starts in 1970. 
Panel B presents estimates for the more aggregated (long) four- 
digit panel, which started in 1967. The left columns give esti- 
mates from the baseline fixed-effect specifications, and the right 
columns show estimates with controls. The top row of each 
panel in Figure II presents the average log output for targeted 
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FIGURE III 
Industrial Policy: Industrial and Export Development 

This figure shows the dynamic DD estimates for the relationship between HCI 
and industrial development (log) outcomes (Panel A) and export development out- 
comes (Panel B). Coefficients in the plot are estimated using equation (1) . Panel 
A: Left are estimates from long-panel data (four-digit), right are estimates from 
detailed short-panel data (five-digit). Panel A reports estimates for log outcomes: 
total employment; labor productivity (real value added per worker); output prices; 
number of plants; and output (labor) share is industry’s share of total manufac- 
turing output (employment). Panel B presents outcomes for trade data. RCA is 
the plain Balassa index, estimated using PPML; all other trade outcomes are es- 
timated using OLS. RCA (asinh) is transformed using inverse hyperbolic sine. 
Relative export productivity is structurally estimated using CDK. The probability 
of reaching comparative advantage is defined as cases where the RCA index > 1. 
All estimates are relative to 1972, the year before the HCI policy. 1979 demarcates 
the end of the Park regime. Standard errors are clustered at the industry level. 
Ninty-five percent confidence intervals are shown in gray. 
Online Appendix B.1 shows that heavy industry prices increased 
less than other industries over the inflationary 1970s. 

Figure III , Panel A also demonstrates that the policy coin- 
cided with a shift in the share of total manufacturing activity 
toward targeted industries. The log manufacturing share of out- 
put and the log employment share both increase for the targeted 
industry. Moreover, this reallocation of manufacturing activity to- 
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The Role of Public R&D 

— Gross & Sampat (2025), Kantor &  Whalley (2025)
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Directly Acting on R&D

■ We have seen that industrial policy “works” in practice 

■ Through the lens of the model, they suggest substantial knowledge spillover 

■ What if the government can directly act on knowledge creation? 

■ We will cover two large public R&D programs in the US: 
1. World War II (1940-1945) 
2. Cold-War-era space race (1960s)
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1. World War II
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(Azoulay et al. 2019a); and (iii) to what degree, and how, these investments affect 
regional economic development—issues that are central to policy today.1

In this paper, we study the  long-run effects of the largest R&D shock in US history. 
In World War II, the  newly created Of"ce of Scienti"c Research and Development 
(OSRD) led an expansive effort to develop technologies and medical treatments 
for the Allied war effort. From 1940 to 1945, OSRD engaged industrial and aca-
demic contractors in more than 2,200 R&D contracts at over US$(2022)9 billion, 
despite no  prewar tradition of funding extramural ( externally performed) R&D. At 
the height of the war, the US government was funding the research behind nearly 
one of every eight US patents—more than "ve times  prewar and modern levels, and 
nearly twice the level at the peak of the Cold War in the 1950s and 1960s (Figure 1).

The immediate effect of these investments was a range of technological advances 
that were not only instrumental to the success of the Allied campaign but also of 
wide civilian value after the war ended.2 Its  longer-run impact was to reshape the 
US innovation system. We document four main "ndings. First, World War II R&D 
kicked off the postwar growth of technology clusters (counties × technologies) 
around the country: despite parallel trends prior to the war, the most  heavily treated 
clusters were by 1970 producing another 40 percent to 50 percent more patents per 

1 These gaps have recently become relevant: in August 2022, the US initiated its largest public investment in 
applied,  use-oriented R&D since the Cold War (via the CHIPS and Science Act). Among its provisions, it adds 
a $20 billion technology directorate to the National Science Foundation (NSF) and a $10 billion investment in 
regional technology hubs, aiming to develop new domestic capabilities in frontier technologies and to create new 
capacity in regions that have not previously been major R&D centers (Gruber and Johnson 2019).

2 OSRD itself existed only for the duration of the war, but in that time it was responsible for foundational techno-
logical developments in radar, electronic communication and early computing, underwater detection (sonar), rock-
ets and jet propulsion, and atomic "ssion, as well as medical and pharmaceutical advances, such as  mass-produced 
penicillin, in#uenza and other vaccines, new malaria treatments, new approaches to managing myriad human hard-
ships from sleep and oxygen deprivation to nutrient de"ciencies, and many more.

F$%&re 1.  Go*ern,en--F&n.e. S/0re o1 US P0-en-2, 1920 -o 2000

Notes: The "gure plots the  government-funded share of annual US patenting (by "ling year), using administrative 
data. World War II was the peak intensity of  government-funded invention in US history. See the online Appendix 
for data details.
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Background
■ Before WWII, little federal funding of research outside of agriculture  

■ In 1940, an MIT scientist convinced Roosevelt to fund military research 

■ The Office of Scientific Research and Development (OSRD) led the funding 

■ From 1940-1945, the OSRD engaged in 2200 R&D contracts at over 9 billion USD 

■ The funding priority was based on short-run military need 
• Not the long-run commercial promise  

■ Examples: 
1. nuclear reactions (new) 
2. microwave radar (pushing the existing problem)
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Distribution of OSRD Activity across Space and Subject Matter.—OSRD con-
tracted for research in a wide range of subject areas and with an array of contractors. 
Table 1 lists the top ten OSRD patent classes and their share of OSRD patents, con-
trasting this with the share of patents these classes comprised in the recent  prewar 
era. Together with Figure 1, the table brings into relief how large a shock World 
War II was for US innovation, both in scale and in the subject matter of the technol-
ogies OSRD was pushing.

In the online Appendix we provide additional context. Of particular note are 
online Appendix Tables  C.1 and  C.2, which report the top (i)  broad technology 
areas and (ii) speci"c patent classes with OSRD patents in the 1940s, ranked by the 
 OSRD-funded share of 1940s patents—measuring the size of the shock. Atop online 
Appendix Table  C.1 is nuclear energy, but most other high-ranking subjects are 
in the domain of electronics and communications, including radar and microwave 
engineering, semiconductors, electrical computing, and cryptography, highlighting 
the role that World War II research made in advancing these "elds, with potential 
applications beyond war "ghting.

Figure 2 maps locations in the continental United States with  OSRD-funded pat-
ents, although a handful of states received a large majority of its funding (online 
Appendix Table A.2), and particular programs were concentrated in speci"c loca-
tions,  OSRD-funded R&D spanned the country. Table  2 weaves these threads 
together, listing the top "ve counties with the most OSRD patents in select tech-
nology areas and the  OSRD-funded share of local patenting in the 1940s—i.e., the 
shock whose effects we examine next.

III. Postwar  Takeoff of World War II Technology Clusters

To understand the impacts of World War  II on the US innovation system, our 
starting point is to examine the growth of regional innovation hubs.

A closer look at an example can motivate our approach. Middlesex County, 
Massachusetts—home to the  Route-128 postwar technology hub—is in many ways 
the canonical example. Prior to the war, the Boston area was not an electronics 
hub, but during the war, OSRD stood up two large, central laboratories (the MIT 
Radiation Laboratory and its offshoot Harvard Radio Research Laboratory) to 

Ta$%& 1—Top T&n Pa*&n* C%ass&s o, OSRD Pa*&n*s (D&no-.na*o/: OSRD Pa*&n*s)
OSRD patents  1933–1940 patents

USPC Description Percent Rank Percent Rank

342 Directive radio wave systems/devices (radar) 6.6 1 0.2 167
102 Ammunition and explosives 5.8 2 0.2 170
315 Electric lamp and discharge devices: Systems 4.8 3 0.6 302
250 Nuclear energy 4.0 4 0.1 117
333 Wave transmission lines and networks 3.6 5 0.2 164
343 Radio wave antennas 3.4 6 0.2 141
423 Inorganic chemistry 3.2 7 0.7 309
367 Acoustic wave systems/devices 3.1 8 0.1 79
324 Electricity: Measuring and testing 3.0 9 0.5 284
327 Misc. electrical devices, circuits, and systems 2.9 10 0.1 85

Note: The table  lists the top patent classes of OSRD patents, alongside their share of OSRD patents and of 
 post-Depression 1930s patents for comparison.
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Figu$%&2. G%og$ap*y o,  OSRD-Fu-.%. I-/%-0io- i- Wo$1. Wa$&II

Notes: The 2gure maps counties with  OSRD-funded patents. Bubble sizes proportional to each county’s total num-
ber of OSRD patents.

Ta31%&2—Top C1u40%$4 5i0* OSRD Pa0%-04,  1941–1948 (S%1%60 T%6*-o1ogy A$%a4)
Panel A. Technology area: All Panel B. Technology area: Communications (21)

OSRD patents, 
 1941–1948

OSRD patents, 
 1941–1948

 
Rank

 
County

 
Number

Share of 
cluster

 
Rank

 
County

 
Number

Share of 
cluster

1 Middlesex, MA 446 12.3% 1 Middlesex, MA 216 45.5%
2 Essex, NJ 139 2.5% 2 Mercer, NJ 37 14.3%
3 Mercer, NJ 129 10.2% 3 Suffolk, MA 35 35.7%
4 Cook, IL 121 0.7% 4 Essex, NJ 31 6.8%
5 Alameda, CA 98 3.7% 5 Suffolk, NY 27 9.2%

Panel C. Technology area: Electrical lighting (41) Panel D. Technology area: Electrical devices (42)
OSRD patents, 

 1941–1948
OSRD patents, 

 1941–1948

 
Rank

 
County

 
Number

Share of 
cluster

 
Rank

 
County

 
Number

Share of 
cluster

1 Essex, NJ 39 10.1% 1 Middlesex, MA 61 21.7%
2 Middlesex, MA 38 14.4% 2 Nassau, NY 25 10.4%
3 Mercer, NJ 25 17.5% 3 Washington, DC 13 7.4%
4 Schenectady, NY 17 8.5% 4 Suffolk, NY 12 5.7%
5 Allen, IN 9 22.5% 5 Suffolk, MA 11 15.1%

Panel E. Technology area: Measuring, testing (43) Panel F. Technology area: Nuclear,  X-rays (44)
OSRD patents, 

 1941–1948
OSRD patents, 

 1941–1948

 
Rank

 
County

 
Number

Share of 
cluster

 
Rank

 
County

 
Number

Share of 
cluster

1 Monroe, NY 22 20.0% 1 Alameda, CA 56 68.3%
2 Middlesex, MA 20 16.9% 2 Cook, IL 41 28.9%
3 Nassau, NY 18 13.0% 3 Santa Fe, NM 14 66.7%
4 Harris, TX 9 7.1% 4 Anderson, TN 8 17.0%
5 Los Angeles, CA 9 3.5% 5 Mercer, NJ 7 24.1%

Notes: The table&lists the top clusters in select technology areas by number of OSRD patents and the share of local 
patents that were OSRD funded. Displayed technology areas are shown alongside their NBER technology subcat-
egory (Hall, Jaffe, and&Trajtenberg 2001) and selected due to their prominence or importance to OSRD’s agenda.
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 perform and manage wartime radar research. These programs drew in researchers 
from around the country—and not only did many of them stay, but the advances in 
electronics and microwave engineering that this effort produced were then parlayed 
into a wide range of postwar technological developments (Buderi 1996; Mindell 
2002). The Rad Lab has been widely credited as  jump-starting the  Route-128 tech-
nology hub (Saxenian 1996) by helping to establish an ecosystem of universities, 
government laboratories, large !rms, and postwar start-ups and spin-offs.14

To put numbers to this example, Figure 3, panel A shows the time series of !led 
patents in the 12 largest Massachusetts counties from 1935 to 1965. Prior to the 
war, Middlesex produced more annual patents in levels but was not on a noticeably 
different time trend than other counties. During the war, invention spiked, driven 
by  OSRD-funded R&D (see Table 2), and after the war returned to  prewar levels, 
before taking off in the 1950s. By the  mid-1960s, Middlesex was producing twice 
its number of  prewar patents, as this modern cluster was taking shape.

What technologies were behind this postwar takeoff? In panel B we look  within 
county, comparing Middlesex County patenting in  high-level technology areas 
( one-digit NBER categories) around the war. We plot time series for six technology 
categories (chemical, communications, pharmaceutical, electrical and electronic, 
mechanical, other), indexed to 1935 levels, and !nd similar patterns of even larger 
magnitude. Communications patenting—which microwave radar technologies 

14 Other examples of clusters we observe as having  OSRD-funded R&D and postwar growth (through 1970) 
include communications and electronics in central New Jersey and greater New York City (e.g., Mercer, New Jersey 
or Long Island) and to some degree Santa Clara, California—although the growth of Silicon Valley is, in our view, 
more attributable to postwar developments. An important corollary question is why some of these clusters later 
diverged— including the classic question of why Silicon Valley took off but central New Jersey did not.

Fi$%&e 3. Pate*ti*$ T&e*d, i* Ma,,a-.%,ett, C/%*tie,, 1935 t/ 1965

Notes: Figure shows total annual patents !led in the top 12 Massachusetts counties. The !gure illustrates, for 
Middlesex County (location of Cambridge, home to Harvard and MIT): (i) relatively constant,  pre-1940 level dif-
ferences in patenting; (ii) a  mid-1940s spike (doubling) of patenting, driven by  war-related research; (iii) a return 
to approximately  prewar levels; and (iv) a  takeoff in the early 1950s. The raw data illustrate the general pattern that 
we !nd throughout the paper.
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group into—grew nearly  thirtyfold in the war, returned to  prewar levels, and was 
by 1965 over ten times higher. Electronics patenting followed a similar, if attenu-
ated, pattern. The evidence is consistent with the area’s  well-documented postwar 
technological and economic development, which others have qualitatively traced to 
 OSRD-led R&D activity (e.g., Saxenian 1996).

This evidence motivates the empirical comparisons we make in the rest of this 
section, where we systematically compare patenting over time in clusters (coun-
ties × technology areas) with higher versus lower levels of OSRD investment. We 
will henceforth measure technology areas at the slightly more disaggregated level 
of  two-digit NBER patent categories (which group up USPTO patent classes; see 
Hall, Jaffe, and  Trajtenberg 2001). Our baseline speci"cation comparing treated 
and untreated clusters is motivated by certain classes of endogenous growth models 
(e.g., Romer 1990). This speci"cation—which we derive in Appendix D from "rst 
principles—will effectively provide a test of whether Romerian endogenous growth 
took hold in treated clusters as a result of  OSRD-driven increases in the stock of 
innovation or inventive capabilities. The speci"cation is as follows:

(1)  ln  (Patents)  ict   =   ∑ 
t=1931

  
1970

     β t   ⋅ ln  (OSRD rate)  ic   ⋅ Yea r t   +  α ic   +  δ t   +  ε ict   ,
where  i  indexes counties,  c  indexes patent categories, and  t  indexes years, and the 
sample runs from 1930 to 1970, with standard errors clustered at the county level. 
Our principal treatment measure is what we henceforth call the “OSRD rate”: the 
fraction of patents "led in a given cluster between 1941 and 1948 that were  OSRD 
funded. Our primary speci"cation uses a continuous measure of the logged OSRD 
rate, which mechanically restricts the sample to clusters with at least one OSRD pat-
ent.15 We at times present results from speci"cations with treatment quartiles, which 
allows us to compare segments of the treatment distribution in a more #exible way, 
against clusters with no OSRD patents (the reference group):
(2)  ln  (Patents)  ict   =   ∑ 

q=1
  4

      ∑ 
t=1931

  
1970

     β qt   ⋅ 1  {Treatment quartile q}  ict   ⋅ Yea r t  
 +  α ic   +  δ t   +  ε ict   .
It is important to note that these speci"cations will not necessarily identify the 
effects of the OSRD shock on local invention in isolation because in equilibrium our 
units may be interdependent: each cluster’s outcomes are  codetermined with others’ 
(e.g., a migration response would implicate both treated and untreated clusters). 
What we do identify is the effects of the shock on agglomeration and on widening 
gaps between clusters that by implication follow.

15 The analytical approach we take is designed to evaluate how intensely local innovation systems were 
engaged in the OSRD effort and relate this intensity to their future growth. An alternative is to measure the treat-
ment as OSRD patents (rather than the OSRD rate) and estimate the elasticity of postwar patents and OSRD 
 patents— though even then, we would want to control for total  war-era patenting, to not confound OSRD clus-
ters with  generally inventive clusters. This alternative is mechanically nearly equivalent, since  ln (OSRD Rate)  = 
ln (OSRD patents)  ( ln (1941–1948 patents)  , but relaxes the implicit parameter restriction. We evaluate this alterna-
tive in online Appendix D, where we "nd similar results to those we estimate under equation (1).
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In online Appendix F, we show that our results are similar—if anything, more 
precise—when estimated for inverse hyperbolic sine (IHS) patents, which approx-
imates the log transformation but is de"ned at zero and thus includes  cluster-years 
with no patents. In online Appendix G we show that our results are the same for 
more aggregated geographic units such as CBSAs ( core-based statistical areas). 
Given that our analysis window spans the  prewar to postwar era, which saw a dis-
persion of population and economic activity from urban centers, it is ambiguous 
whether a more appropriate geographic unit of analysis would be counties (for the 
earlier era) versus CBSAs (for the later era), but it is reassuring that results are not 
sensitive to this choice.

C. Heterogeneity

The most striking implication of the results thus far is that World War II was a for-
mative event setting in motion increasing agglomeration of inventive activity around 
the country and ostensibly the takeoff of technology clusters persisting to this day. A 
corollary question is whether it was an equalizing force or merely deepened existing 
geographic differences.

Fi$%&e 4. Effec*s ,f OSRD ,- C.%s*e& P/*e-*i-$,  1930–1970

Notes: The "gure shows annual estimates of the effects of the OSRD shock on  county-category patenting. The inde-
pendent variable measures the log fraction of US patents in each  county-category between  1941 and 1948 that were 
 OSRD-funded. Error bars represent 95 percent con"dence intervals, computed from SEs clustered at the county 
level.
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(across all manufacturing SICs) and total employment (across all SICs). Formally, 
we estimate the regression below:

(3)  IHS  (Employment)  id   = β ⋅ OSRDTreatmen t id   +  α i   +  γ d   +  X id   ϕ +  ε id   ,
where  i  and  d  index counties and industries,   α i    and   γ d    are !xed effects,   X id    are 
controls, and standard errors are clustered at the county level. Because employment 
in a given county and industry is determined in equilibrium with others, the results 
we obtain under this approach should not be interpreted as a multiplier on R&D (as 
in Kantor and Whalley 2022) but rather as divergence: without more structure, we 
are unable to distinguish net job growth from  share-stealing, either of which could 
increase differences between counties. As with the rest of this paper, however, our 
goal is to evaluate the degree to which the OSRD shock led economic activity to 
agglomerate in the treated clusters and widened gaps in economic performance.

Table  7 presents the results. Columns  1 to  3 show that  county-industries that 
engaged in OSRD R&D have roughly 90 percent greater employment in associated 
manufacturing industries in 1980 than those that did not, while columns 4 to 6 sug-
gest that a doubling of the OSRD rate is associated with a more than doubling of 
manufacturing employment. These results should be interpreted with caution since 
we do not observe the  prewar period and the relationship could potentially be endog-
enous. However, it is reassuring that many of these industries (e.g., electronic com-
ponents) did not take much shape until after World War II.

In Table  8 we repeat this analysis for !rm creation. Here, we replace county 
and industry !xed effects with  county-industry !xed effects, exploiting the longer 
panel, and estimate differences relative to 1920 (the omitted category). Year !xed 
effects also serve an important role in this context, given that the sample of !rms is 
conditioned on survival to 1980, and earlier decades have fewer !rms in 1980 due 
to intervening exits. Columns 1 to 3 indicate that counties that produced OSRD pat-

Ta$%& 7—Eff&ct* o, 1980 Co-,t. E/0%o./&,t 1,  H123-T&c3 Ma,-fact-41,2 I,5-*t41&*

Extensive Intensive

(1) (2) (3) (4) (5) (6)
1{Any OSRD patents} 0.898 0.914 0.922

(0.226) (0.166) (0.166)
IHS(OSRD rate)  1.712 1.137 1.175

(0.868) (0.614) (0.614)
Observations 3,770 3,770 3,770 2,022 2,022 2,022
  R   2  0.54 0.77 0.77 0.62 0.86 0.86
Y mean 4.37 4.37 4.37 4.08 4.08 4.08
County FEs X X X X X X
Industry FEs X X X X X X
IHS mfg. empl. X X X X
IHS all empl. X X

Notes: The table estimates the relationship between counties’ postwar employment in select industries and OSRD 
patenting in classes that crosswalk to these industries. Observations are at the  county-industry level, with the sam-
ple restricted to industries in the broader domain of “Electrical and Electronic Equipment and Supplies” (see text). 
Industrial employment measured from the 1980 US County Business Patterns (CBP). The outcome in all columns 
is the inverse hyperbolic sine (IHS) of industry employment. The OSRD rate measures the  OSRD-funded share of 
 county-category patents between 1941 and 1948. All columns include county and industry !xed effects. Successive 
columns add controls for IHS manufacturing employment and IHS total employment. SEs clustered by county in 
parentheses.
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(across all manufacturing SICs) and total employment (across all SICs). Formally, 
we estimate the regression below:

(3)  IHS  (Employment)  id   = β ⋅ OSRDTreatmen t id   +  α i   +  γ d   +  X id   ϕ +  ε id   ,
where  i  and  d  index counties and industries,   α i    and   γ d    are !xed effects,   X id    are 
controls, and standard errors are clustered at the county level. Because employment 
in a given county and industry is determined in equilibrium with others, the results 
we obtain under this approach should not be interpreted as a multiplier on R&D (as 
in Kantor and Whalley 2022) but rather as divergence: without more structure, we 
are unable to distinguish net job growth from  share-stealing, either of which could 
increase differences between counties. As with the rest of this paper, however, our 
goal is to evaluate the degree to which the OSRD shock led economic activity to 
agglomerate in the treated clusters and widened gaps in economic performance.

Table  7 presents the results. Columns  1 to  3 show that  county-industries that 
engaged in OSRD R&D have roughly 90 percent greater employment in associated 
manufacturing industries in 1980 than those that did not, while columns 4 to 6 sug-
gest that a doubling of the OSRD rate is associated with a more than doubling of 
manufacturing employment. These results should be interpreted with caution since 
we do not observe the  prewar period and the relationship could potentially be endog-
enous. However, it is reassuring that many of these industries (e.g., electronic com-
ponents) did not take much shape until after World War II.

In Table  8 we repeat this analysis for !rm creation. Here, we replace county 
and industry !xed effects with  county-industry !xed effects, exploiting the longer 
panel, and estimate differences relative to 1920 (the omitted category). Year !xed 
effects also serve an important role in this context, given that the sample of !rms is 
conditioned on survival to 1980, and earlier decades have fewer !rms in 1980 due 
to intervening exits. Columns 1 to 3 indicate that counties that produced OSRD pat-

Ta$%& 7—Eff&ct* o, 1980 Co-,t. E/0%o./&,t 1,  H123-T&c3 Ma,-fact-41,2 I,5-*t41&*

Extensive Intensive

(1) (2) (3) (4) (5) (6)
1{Any OSRD patents} 0.898 0.914 0.922

(0.226) (0.166) (0.166)
IHS(OSRD rate)  1.712 1.137 1.175

(0.868) (0.614) (0.614)
Observations 3,770 3,770 3,770 2,022 2,022 2,022
  R   2  0.54 0.77 0.77 0.62 0.86 0.86
Y mean 4.37 4.37 4.37 4.08 4.08 4.08
County FEs X X X X X X
Industry FEs X X X X X X
IHS mfg. empl. X X X X
IHS all empl. X X

Notes: The table estimates the relationship between counties’ postwar employment in select industries and OSRD 
patenting in classes that crosswalk to these industries. Observations are at the  county-industry level, with the sam-
ple restricted to industries in the broader domain of “Electrical and Electronic Equipment and Supplies” (see text). 
Industrial employment measured from the 1980 US County Business Patterns (CBP). The outcome in all columns 
is the inverse hyperbolic sine (IHS) of industry employment. The OSRD rate measures the  OSRD-funded share of 
 county-category patents between 1941 and 1948. All columns include county and industry !xed effects. Successive 
columns add controls for IHS manufacturing employment and IHS total employment. SEs clustered by county in 
parentheses.



2. Space Race

■ The race to beat the Soviet Union to the moon during the 1960s 
 a surge in funding for NASA⇒
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Figu$e&1. NASA Spending *nd P*tenting,  1947–1992

Notes: NASA spending data are drawn from Van Nimmen and Bruno (1976), Gawdiak (1994), and Rumerman (2000, 2012). NASA spending is measured in US$(1958). See Supplemental Appendix Section&1.4 for the multiple 
patent data sources. NASA patents include patents assigned to or funded by NASA.

In this paper we provide new evidence on the effects of public R&D on 
 long-term economic growth by analyzing a unique episode in US history: the race 
to beat the Soviet Union to the moon during the 1960s. The shock of the Soviet 
launch of the ,rst satellite, Sputnik, in 1957 led to a geopolitical crisis that ini-
tiated the creation of NASA in 1958 and launched the race to the moon in 1961. 
Figure&1 shows that the ambitious mission to send (and return) a manned crew to 
(and from) the moon led to a massive expansion of federal investment in R&D—
NASA received over 0.7&percent of GDP in the  mid-1960s (Weinzierl 2018) and 
employed over 400,000 workers at the peak of the space race. To the extent that we 
hope to uncover the nuances of how public R&D seeds economic growth, the Cold 
War–era space race provides a unique episode in modern US economic history to 
examine in depth.



Research Design

■ Compare industry-location pairs with different exposures to the space race 

■ Exposed if the industry-location filed a space-related patent before the space race 
• Match texts between patents and the CIA document 

■ Call this “Space Capability” 

■ Estimate:

58

ln Yijt = ∑
t

βt × High Space Capabilityij,t<1958 × 𝕀[Year = t] + δi + θj + γt + νijt



Main Result
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Panel A. log(value added) Panel B. log(employment)

Panel C. log(capital) Panel D. log(TFP)
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Figu$e&5. Space Capa*ili,- a./ Ma.u0ac,u$i.g: Space I./u1,$- E00ec, D-.a2ic1

Notes: Each panel in the 3gure displays the results from estimating one version of equation&(2) in the text for 
the outcome indicated, with 1958 serving as the omitted base year. The points plot year by year coef3cients of   
High Space Capability ij<1958   ×  Space Industry j    interactions with the 95&percent con3dence intervals indicated by 
the range. Space race years are 1963, 1967, and 1972.  Post–space race years are 1977, 1982, 1987, and 1992. 
The models in all panels includes county, industry, and year 3xed effects, and the count of  pre-1958 patents in a 
county × year 3xed effects. Standard errors are  two-way clustered at the MSA × industry level.

involvement in  private-sector patenting has many challenges, we add nonpatent 
controls for military involvement in local economies in columns&2, 4, 6, and 8 
in panel& A of Table& 4. Controlling for  county-level military spending or 1962 
 defense-funded research scientists × year 3xed effects does little to alter our man-
ufacturing point estimates or precision.

In panel&B of Table&4 we add controls for worker skill. We 3rst add controls 
for two measures re4ecting levels of general human capital within the manu-
facturing sector. The fraction of nonproduction workers has the advantage that 
it is measured at the same unit of observation as our outcome variables: indus-
try × county × year. It has the disadvantage, however, that it likely captures occu-
pational as well as educational attainment variation. To capture trends that may 
differ by educational levels, we include the  county-level high school graduate 
percentage in 1960 × year as controls. The results in panel&B columns&1, 3, 5, 
and 7 show that adding these skill controls has little effect on our main space 

 Bayh-Dole Act was largely agency speci3c as Fleming et&al. (2019) note. Defense funders were  so-called “license 
agencies,” which thereby enabled contractors to hold the patent title. Further, in the era we study, government 
interest statements were not required (see Eisenberg 1996). Thus, our military patent measures likely signi3cantly 
undercount the number of military patents during the space race era. We thank a referee for making us aware of this 
limitation in the data.


