The Macroeconomic Consequences of

Exchange Rate Depreciations

Masao Fukui Emi Nakamura J6n Steinsson®
Boston University UC Berkeley UC Berkeley
January 11, 2025
Abstract

We study the consequences of “regime-induced” exchange rate depreciations by comparing
outcomes for peggers versus floaters to the US dollar in response to a dollar depreciation.
Pegger currencies depreciate relative to floater currencies and these depreciations are strongly
expansionary. The boom is associated with a fall in net exports, and (if anything) an increase in
interest rates in the pegger countries. This suggests that expenditure switching and domestic
monetary policy are not the main drivers of the boom. We show that a large class of existing
models cannot match our estimated responses and develop a model with imperfect financial
openness that can. Following a depreciation, UIP deviations lower the costs of borrowing from
abroad and stimulate the economy, as in the data. The model is consistent with (unconditional)
exchange rate disconnect and the Mussa facts, even though exchange rates have large effects

on the economy.
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1 Introduction

How does an exchange rate depreciation affect the economy? Is it expansionary? Is it contrac-
tionary? Or does it perhaps have little or no effect? Surprisingly, the answers to these questions
are unclear. Simple textbook models imply that a depreciation is expansionary due to expendi-
ture switching in goods markets (Dornbusch, 1980; Obstfeld and Rogoff, 1996). But there is a long
literature discussing the theoretical possibility that exchange rate depreciations may be contrac-
tionary due to a contractionary real income effect (Diaz Alejandro, 1963; Cooper, 1969; Krugman
and Taylor, 1978; Auclert et al., 2021b) or a contractionary balance sheet effect (Krugman, 1999;
Aghion, Bacchetta, and Banerjee, 2001; Kalemli-Ozcan, Kamil, and Villegas-Sanchez, 2016).1 Fi-
nally, there is a prominent literature in international macroeconomics that argues that exchange
rates are largely disconnected from other macroeconomic aggregates (Meese and Rogoff, 1983;
Baxter and Stockman, 1989; Flood and Rose, 1995; Obstfeld and Rogoff, 2000; Devereux and En-
gel, 2002; Itskhoki and Mukhin, 2021a). Lacking clear guidance from empirical evidence, there is
precious little consensus.

These questions are difficult to answer because of the endogeneity of exchange rate move-
ments. Consider a country that is hit by a negative shock. This may lead the exchange rate to
depreciate and output growth to be unusually low. Using this type of variation to assess the effect
of exchange rate depreciations on output will yield misleading results since the direct effect of the
negative shock on the economy is a confound (which in this case would bias results towards find-
ing that exchange rate depreciations are contractionary). Since all exchange rate changes happen
for a reason, it is not clear that it is truly possible to measure the causal effect of an exchange rate
depreciation.

Our approach to tackling this challenge is to compare outcomes for countries that peg their
currency to the US dollar to outcomes in countries with currencies that float versus the US dollar
when the US dollar exchange rate changes. A concrete example is useful. Since 2000, the South
African rand has floated versus the US dollar, while the Egyptian pound has been pegged or has
been on a crawling peg versus the US dollar. This has meant that when the US dollar depreciates
relative to its main trading partners, the Egyptian pound (EGP) has tended to depreciate relative
to the South African rand (ZAR). The question we ask is: How does this depreciation of EGP

IBianchi and Coulibaly (2023) present a third type of model that can generate a contractionary devaluation. In
their model, a devaluation reduces the value of collateral and thereby tightens borrowing constraints. A large literature
has also considered how stabilization plans —i.e., the prevention of further depreciation — can be expansionary in high
inflation countries (Dornbusch, 1982; Rodriguez, 1982; Calvo, 1986; Helpman and Razin, 1987; Mendoza and Uribe,
2000).



relative to ZAR affect macroeconomic outcomes in Egypt relative to South Africa??

Importantly, we are not using all variation in the exchange rate of the EGP and ZAR. We are
only using a component of the variation in these exchange rates that arises because they have
different pre-existing exchange rate regimes versus the US dollar (about 8% of the total variation
in exchange rates in our sample). We refer to this variation as “regime-induced” variation in the
exchange rate. Notice that this approach excludes all variation in exchange rates that arises from
idiosyncratic shocks to each country (such as the bad shock discussed above) since such shocks
do not move the US dollar exchange rate. We measure the US dollar exchange rate relative to 24
relatively advanced economies and exclude these countries from our baseline sample.

Our empirical results are easiest to interpret if the following assumption holds: pegs are not
differentially exposed (relative to floats) to aggregate shocks that are correlated with the US dollar
exchange rate. If this is true, the direct effects of the shocks that drive the US dollar exchange
rate will affect pegs and floats symmetrically and will be absorbed by time fixed effects in our
empirical specification. What is left is the “regime-induced” effect of the exchange rate of the pegs
comoving with the US dollar.

The choice of exchange rate regime is, of course, an endogenous policy decision. So, consider-
ing deviations from the no-differential-exposure assumption is important. Perhaps the most likely
scenario is that peggers to the US dollar may tend to be countries that share more shocks with the
US than floaters (a standard assumption in the literature on optimal currency areas). A battery of
robustness checks suggests this is unlikely to drive our results, which remain virtually unchanged
after controlling for differential exposure to changes in US GDP, US monetary policy, a global fi-
nancial cycle indicator, and commodity price fluctuations. Also, if pegs are differentially exposed
to the same negative shocks that depreciate the US dollar, one might expect them to do poorly in
the wake of a US dollar depreciation, but we find the opposite.

There are relatively few “true floats” in our sample. Many of the countries that we classify
as floats versus the US dollar are pegs to other currencies such as the euro. Since the euro floats
versus the US dollar, currencies that peg to the euro float versus the US dollar. The choice of
which currency a country pegs to in many cases has deep historical roots relating to colonial
origins (e.g., the French franc zone in West Africa). Roughly 20% of the variation in our peg-float

dummy is explained by colonial origins. We show that our pegs and floats are quite similar on

2Notice that in this case Egypt’s exchange rate with respect to all countries will depreciate relative to South Africa’s.

31f pegs are differentially exposed to positive shocks that depreciate the US dollar (e.g., productivity shocks) then
the bias could go in the opposite direction. However, productivity shocks yield very little exchange rate variability in
standard models. Moreover, controlling for US variables has little impact, as we discuss above.
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observable characteristics, which lends credence to the view that they have similar exposure to
macroeconomic shocks.

Our main empirical finding is that regime-induced depreciations are strongly expansionary.
Consider a case when the US dollar depreciates. This results in both the nominal and real ex-
change rates of pegging countries depreciating relative to floating countries. These depreciations
are quite persistent. (They lasts roughly five years.) Output, consumption, and investment in peg-
ging countries boom relative to floating countries. The boom builds gradually over several years
and peaks after about five years. Quantitatively, our estimates imply that a 10% regime-induced
depreciation results in a 5.5% increase in GDP over five years.

We consider the effects on a number of other macroeconomic outcomes. Two of these are
particularly important for interpreting our results. First, we find that net exports fall in response
to a regime-induced depreciation. This rules out an export-led boom due to expenditure switching
as the main driver of our results. Second, our point estimates indicate that interest rates rise in
response to a regime-induced depreciation (these estimates are noisy). This is inconsistent with
the depreciation resulting from looser monetary policy in pegging countries relative to floating
countries. Together, these results rule out a large set of standard models that might be used to
explain our results.

We present a simple four-country model (US, Euro Area, peggers to US dollar, and peggers to
euro) that can match our empirical results. The model features imperfect financial openness that
manifests in two ways. First, financial shocks result in UIP deviations. Second, households can
borrow in foreign currencies, but their portfolio weights are sticky, which implies that they do not
arbitrage away cross-currency expected return differentials.

The model helps clarify why focusing on regime-induced variation in exchange rates is valu-
able. We show that for this type of exchange rate variation, the relative response of all macroeco-
nomic outcomes (output, consumption, net exports, etc.) for peggers versus floaters are functions
only of the relative response of the real interest rate and the real exchange rate. In other words,
the relative response of real interest rates and the real exchange rate are sufficient statistics for the
relative response of other macro variables. Intuitively, the peggers and floaters differ only in their
monetary regimes and the monetary regime is summarized by the path of the real interest and the
real exchange rate. Furthermore, since our estimated response for the real interest rate is close to
zero, the difference in macroeconomic outcomes we estimate for peggers versus floaters must be
due to differences in the path of the real exchange rate — hence our title.

In our model, a regime-induced depreciation of the US dollar (driven, e.g, by a UIP shock)
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makes the currencies of peggers “cheap” in the sense that expected future returns from investing
in these currencies are higher than for floater currencies. (We show that this is indeed the case
empirically in response to regime-induced exchange rate variation.) This return differential causes
capital to flow into pegging countries, stimulating a domestic boom.

Our empirical results raise the following question: if regime-induced exchange rate depre-
ciations have large stimulatory effects, why don’t we see a strong unconditional correlation be-
tween exchange rates and output? It is well-known that the correlation of exchange rates with
most macroeconomic aggregates is very low. Exchange rates are often said to be “disconnected”
from macroeconomic aggregates. Furthermore, when countries shift from a fixed to a flexible ex-
change rate, this can lead to a dramatic change in the volatility of their real exchange rate (Mussa,
1986) apparently without having much of an effect on the volatility on output, consumption, and
other macroeconomic outcomes (Baxter and Stockman, 1989; Flood and Rose, 1995; Itskhoki and
Mukhin, 2021b). How can regime-induced depreciations have large effects, while exchanges rates
are more generally disconnected from macroeconomic outcomes?

We show that this apparent contradiction can be resolved by allowing for multiple shocks
some of which yield a positive correlation between the exchange rate and output, while others
yield a negative correlations. We consider a case with two shocks: a UIP shock and a discount
factor shock. The UIP shock yields a positive correlation between the exchange rate and output
for the reasons discussed above. A discount rate shock that reduces domestic demand induces
monetary policy to ease. This will depreciate the currency, but if the monetary response is not
sufficiently strong to fully offset the shock, output will fall. The combination of these two shocks
can then result in a low correlation between the exchange rate and output.

In this environment, moving from a floating exchange rate to a peg has two opposing effects
on output volatility. On the one hand, pegging eliminates the UIP shocks. This reduces output
volatility. On the other hand, pegging makes the contractionary effects of discount rate shocks
larger since peggers cannot ease monetary policy. These opposing effects imply that the overall
effect of pegging on exchange rate volatility is ambiguous. Our model, thus, captures both the
potentially destabilizing effects of flexible exchange rates articulated by Nurkse (1944, 1945) and
the stabilizing role of flexible exchange rates articulated by Friedman (1953).

The tradeoffs a country faces in adopting a fixed versus flexible exchange rate look funda-
mentally different when viewed from the perspective of models in which financial shocks play a
central role in driving the exchange rate. In traditional open economy models, the primary effect

of pegging one’s currency is for monetary policy: pegging to the US dollar implies a country must
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follow US interest rate policy. Our empirical findings suggest, however, that a first order conse-
quence of pegging to the US dollar is that a country imports the financial shocks that drive the
US exchange rate, while potentially reducing its exposure to home-grown financial shocks. The
importance of this financial shock trade-off may greatly outstrip the importance the traditional

monetary trilemma.

Related Literature. Our analysis relates to a literature that has sought to estimate the effect of
changes in exchange rates on macroeconomics outcomes. Rodrik (2008) shows that an “underval-
uation” of the real exchange rate correlates with GDP growth. Obstfeld and Zhou (2022) estimate
the effect of changes in the US dollar exchange rate on a sample of 26 emerging market and de-
veloping countries from 1990-2019. They focus on the aggregate effect, but also find as we do that
pegs are affected more by movements in the US dollar than floats. Eichengreen and Sachs (1985)
and Bouscasse (2022) exploit the difference in the timing of the abandonment of the gold standard
in the 1930s and find that depreciations are strongly expansionary.

Our empirical strategy relates to a strand of literature that explores heterogenous responses
of macroeconomic outcomes by exchange rate regime. Tenreyro (2007) and Barro and Tenreyro
(2002) use regime-induced volatility in exchange rate rates to study trade and the comovement of
price and GDP across countries. Di Giovanni and Shambaugh (2008) and Cloyne et al. (2022) study
the effect of anchor country monetary policy on peggers. Jorda, Schularick, and Taylor (2020) in-
teract the exchange rate regime, capital account openness, and anchor currency’s monetary policy
to construct an instrumental variable for changes in a country’s monetary policy based on the
classic monetary trilemma. Broda (2004) assess the effects of terms of trade shocks on peggers
versus floaters. Carare et al. (2022) assess the effect of a country’s exchange rate regime for global
demand shocks, while Cesa-Bianchi, Ferrero, and Rebucci (2018) consider global supply shocks.
We investigate arguably the most direct consequence of choosing one exchange rate regime versus
the other: differential exposure to movements in the anchor currency’s exchange rate.

Our model draws most directly on Itskhoki and Mukhin (2021a) and indirectly on the pioneer-
ing work of Gabaix and Maggiori (2015). These papers in turn build on much earlier literature,
e.g., Branson et al. (1970) and Kouri (1976). Papers emphasizing UIP shocks include Devereux
and Engel (2002), Gourinchas and Tornell (2004), Kollmann (2005), Bacchetta and Wincoop (2006),
and Fichenbaum, Johannsen, and Rebelo (2020). Also related is the literature on the carry trade
(see, e.g., Burnside, Eichenbaum, and Rebelo, 2011). Models that generate similar shocks are de-

veloped by Bianchi and Lorenzoni (2021), Kekre and Lenel (2021) and Engel and Wu (2023), and
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build on Calvo (1998). A growing empirical literature documents a strong association between
financial market variables and exchange rates (Jiang, Krishnamurthy, and Lustig, 2018; Engel and
Wu, 2023; Lilley et al., 2022; Jiang, Richmond, and Zhang, 2022). Our empirical results — when
interpreted through the lens of our theoretical model — provide additional support for the view

that a dominant driver of exchange rate fluctuations is financial shocks.

2 New Evidence on the Effect of Exchange Rate Depreciations

The basic idea of our empirical approach is to compare outcomes in countries that peg their ex-
change rate to the US dollar to outcomes in countries with a currency that floats versus the US
dollar when the US dollar exchange rate moves. We start this section by discussing how we mea-
sure movements in the US dollar exchange rate. Next, we discuss how we classify countries into
pegs and floats. We then discuss our main empirical specification and the data we use, before

presenting our empirical results.

2.1 US Dollar Nominal Effective Exchange Rate

Our sample is annual data over the period 1973 to 2019. When assessing the response of pegs and
floats to movements in the US dollar exchange rate, we use a trade-weighted US exchange rate
constructed by the Bank of International Settlements (BIS) relative to 24 countries.* We exclude
these 24 countries from our sample of pegs and floats. We sometimes refer to this exchange rate as
the nominal effective exchange rate of the US dollar. Figure 1 plots the evolution of this exchange
rate over our sample period. We define the exchange rate as the domestic currency price of foreign
currency. This implies that an increase in the exchange rate is a depreciation. The US dollar’s
exchange rate experienced several large swings during our sample period. Its value rose sharply
in the early 1980s and fell sharply in the late 1980s. It rose in the late 1990s, and fell in the 2000s. It

then rose, again, substantially in the 2010s.

2.2 Exchange Rate Regimes

Exchange rate classification is notoriously difficult. Many countries follow a policy that is neither
a strict peg nor a free float and often de facto policy differs sharply from de jure policy. We classify

the exchange rate regime for each country-by-year observation as either a peg or a float versus the

4The countries are Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece, Hong Kong,
Ireland, Italy, Japan, Korea, Mexico, Netherlands, New Zealand, Norway, Portugal, Singapore, Spain, Sweden, Switzer-
land, and United Kingdom.
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Figure 1: US Dollar Trade-Weighted Exchange Rate

Note: This figure plots the BIS’s trade-weighted exchange rate of the US dollar against 24 countries. For a list
of these countries, see footnote 4. Lower values indicate a more appreciated US dollar.

US dollar based on Ilzetzki, Reinhart, and Rogoff’s (2019) classification of exchange rate regimes.
They develop a “coarse” six-category classification, and a “fine” 15 category classification. These
classifications attempt to provide a detailed breakdown of the spectrum of de facto policy from a
strict peg to a free float. Their coarse categories are: 1) peg, 2) narrow band, 3) broad band and
managed float, 4) freely floating, 5) freely falling, 6) dual market with missing parallel market
data. We list the fine categories in Table A.2. Ilzetzki, Reinhart, and Rogoff also assign an anchor
currency to each country-by-year observation. The anchor currency for most observations is the
US dollar. A minority of observations have the euro, British pound, French franc, German mark,
and other major currencies as anchors. (See Appendix A.1 for details.)

From our perspective, what matters is the extent to which currencies in different categories

comove with the US dollar. We can assess this with the following regression
Neip = ai+ a0+ Y villip (k) X Aeysp + €5, 1)
k

where Ae;; denotes the log change in the exchange rate of country i from time t — 1 to ¢, a; de-
notes country fixed effects, &, ;) ;, denotes region-by-time fixed effects, I; ; (k) is an indicator for the

exchange rate regime k of country i at time t, Aeysp ; denotes the log change in the US dollar effec-
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tive exchange rate, and €;; denotes unmodelled influences on the change in the exchange rate of
country i at time t. The region-by-time fixed effects are for four regions: Europe, Americas, Africa,
Asia/Oceania.

In this analysis, we define Ae;; for all countries relative to the same currency (say the US dol-
lar). This simplifies the exposition, since a perfect peg to the US dollar moves exactly one-for-one
relative to a perfect USD float. The same holds (identically) if we define Ae; ; relative to any other
currency, so long as it is the same currency for all countries (due to the presence of time fixed
effects). The level of the coefficients -y, are determined by the omitted category (which we choose
to be the free floats (category 13)). In section 2.6, in contrast, we use the trade-weighted exchange
rate (with country-specific trade weights). In practice, both approaches yield similar results, as we
describe below.

For country-by-year observations anchored to the US dollar, we define I;;(k) using Ilzetzki,
Reinhart, and Rogoff’s fine classification. We exclude observations from categories 14 (freely
falling) and 15 (dual market/missing data). We assign country-by-year observations that Ilzet-
zki, Reinhart, and Rogoff assess as being anchored to a currency other than the US dollar (or to a
basket) to one of three categories based on their coarse classification of these observations vis-a-vis
that anchor. In particular, categories 13.1, 13.2, and 13.3 in Figure 2 are currency-by-year observa-
tions with an anchor other than the US dollar which are classified in coarse categories 1 (peg), 2
(narrow band), and 3 (broad band and managed float), respectively. We exclude the 24 countries
that the US dollar nominal effective exchange rate is defined relative to and restrict the sample to
country-by-year observations for which real GDP data from the World Bank is available.

Figure 2 plots the 7 coefficients from this regression along with 95% confidence intervals. The
key conclusion that we draw from this figure is that Ilzetzki, Reinhart, and Rogoff’s classification
works. Currencies in categories on the left in the figure (the “hardest” pegs) depreciate strongly
relative to currencies in category 13 (“free floats”) when the USD depreciates. A second obser-
vation is that currencies that are anchored to countries other than the US dollar (categories 13.1,
13.2, and 13.3) behave quite similarly to the free floats (category 13). The reason for this is simply
that the other anchor countries (mostly the euro and its predecessors) are for the most part free
floats versus the US dollar. Countries that peg to these other anchors therefore also float versus

the dollar.”

5Figure A.1 presents results separately for observations anchored to baskets (that include the US dollar) and for
observations anchored to the South African rand, the Indian rupee, or the Singapore dollar — currencies that have not
always floated freely relative to the US dollar. Figure A.2 presents results analogous to Figure 2 for Ilzetzki, Reinhart,
and Rogoff’s coarse categories.
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Figure 2: Comovement with US Dollar by Category

Note: This figure plots our estimates of the ;’s from equation (1). These are estimates of the comovement of
the exchange rate of currencies with different exchange rate regimes as classified by Ilzetzki, Reinhart, and
Rogoff’s (2019) fine classification. We normalize the 7 for category 13 (freely floating and anchored to the
US dollar) to zero. The vertical lines extending from each point estimate represent 95% confidence intervals.
The two thin vertical lines denote the splits between categories we classify as pegs (1 through 8) and floats (13
through 13.3).

Interestingly, the degree to which the coefficients in Figure 2 fall as we move from left to right
is quite modest for the first 12 categories. Even currencies that Ilzetzki, Reinhart, and Rogoff
classify as managed floats comove by similar amounts with the US dollar at an annual frequency
as currencies that they classify as very hard pegs. This suggests that “fear of floating” is pervasive
(Calvo and Reinhart, 2002).

Based on these results, we classify observations into pegs and floats as follows. We classify
observations in categories 1 through 8 in Figure 2 as pegs and observations in categories 13 - 13.3
as floats. We drop observations in categories 9 through 12 as well as observations in categories 14
(freely falling) and 15 (dual market/missing data). Categories 9 through 12 (coarse category 3) are
intermediate categories that fit poorly in either the peg or float group. Our results are robust to
handling these categories differently.®

We classify roughly half of our sample as floats (see Figure A.3 and Figure A.4 for the fraction

6 As robustness, we present results for both the case where we include these categories as pegs and the case where
we include them as floats (see Figures A.17 and A.18 in the Appendix). Both of these sets of results are similar to our
baseline results.



of pegs in each region). Most of the countries that we classify as floats versus the US dollar are
strongly linked to other currencies (categories 13.1, 13.2, and 13.3 above). For example, a number
of West African countries peg to the euro (and before that the French franc), which floats relative
to the US dollar. These currencies are classified as “floats” in our analysis. Therefore much of the
variation we exploit comes from which currency a country pegs to, rather than whether a country
pegs or floats.

Our classification of observations into pegs and floats is likely far from perfect in that many of
our pegs are not completely “hard” pegs and many of our floats are not completely “free” floats.
However, a key insight is that while this issue may reduce the statistical power of our methodol-
ogy, it is not a source of bias. Misclassification of pegs and floats will lead to a smaller differential
response of pegs versus floats for both the exchange rate and other outcome variables. We are
interested in the size of, e.g., the output response relative to the exchange rate response to our
shock. Since misclassification of pegs and floats leads both the numerator and the denominator
in this ratio to be smaller, the classification of exchange rate regimes need not be perfect. This is
analogous to the fact that a first-stage regression need not have an R-squared of one (or even a
high R-squared) in an instrumental variables regression. Since it is the ratio of the reduced form
to first stage regression coefficients that matters. An instrument need not capture all the random

variation, only a piece of it.

2.3 How Do Pegs Differ from Floats?

Our empirical results are simplest to interpret if the following identifying assumption holds: pegs
are not differentially exposed (relative to floats) to shocks that are correlated with the US nominal
effective exchange rate. We can assess the plausibility of this assumption by comparing observ-
able characteristics of pegs and floats. Table 1 reports the average differences in various observable
characteristics between pegs and floats. We estimate this difference by regressing the characteris-
tics on an indicator variable for whether the country-by-year observation is a peg. In each case,
we report unconditional differences (i.e., no other controls), differences conditional on time fixed
effects, and differences conditional on region-by-time fixed effects.

Conditional on region-time fixed effects, pegs and floats are quite well balanced on most ob-
servable dimensions. The average difference in their real GDP per capita is not statistically sig-
nificantly different from zero. They are roughly equally open economies on average, their export

and import shares to the US are similar, as are their net foreign asset positions, and their exports
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Table 1: How Do Pegs Differ from Floats

Variable No Controls Time FE Region X Time FE
Log Population -0.02 -0.09 0.74*
(0.31) (0.31) (0.39)
Log Real GDP Per Capita 0.36 0.32 -0.17
(0.22) (0.22) (0.23)
Export to GDP -0.01 -0.01 0.00
(0.04) (0.04) (0.04)
Import to GDP -0.03 -0.03 -0.03
(0.04) (0.04) (0.04)
Export Share to the US 0.04*** 0.04*** -0.00
(0.01) (0.01) (0.01)
Import Share to the US 0.05*** 0.05*** 0.00
(0.01) (0.01) (0.00)
NFA to GDP 0.05 0.06 -0.10
(0.18) (0.19) (0.26)
Inflation Rate (p.p.) -0.89 -0.65 2,27
(1.51) (1.41) (0.69)
TBill Rate (p.p.) 1.01 0.89 2.86%**
(0.84) (0.90) (0.96)
Commodity Exports to GDP 0.05* 0.06** 0.04
(0.03) (0.03) (0.03)
Commodity Imports to GDP 0.01 0.01 -0.01
(0.02) (0.02) (0.02)
Capital Account Openness 0.14*** 0.14*** 0.13**
(0.04) (0.04) (0.05)

Note: The table reports regression coefficients for regressions of various country characteristics on an indicator
variable for whether the country-by-year observation is a peg. The dependent variables are listed on the left.
For each dependent variable we report results of a regression with no additional control variables, results
when time fixed effects are included, and results when region-by-time fixed effects are included. Standard
errors clustered by country are reported in parentheses. * p < 0.1, ** p < 0.05, ** p < 0.01.

and imports of commodities as a share of GDP are also similar.” The only observable differences
conditional on region-time fixed effects are that pegs have somewhat higher inflation, somewhat
higher short-term interest rates, are larger in terms of population,® and have higher capital account
openness as measured by Chinn and Ito (2008). In section 2.9, we consider a specification where
we control for the interaction between capital account openness and the US dollar exchange rate

and find that this does not affect our results, suggesting this is not an important confounder.

"This last result is based on a relatively coarse measure of commodity exports: the sum of agriculture and mining
exports.

8This may, at first, seem to contradict the findings of Hassan, Mertens, and Zhang (2023), who document that large
countries tend to float. The difference comes from the fact that we exclude 24 relatively advanced economies and our
definition of floats include pegs to other currencies than the US dollar.
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2.4 Empirical Specification

We seek to estimate the differential response of various outcome variables in pegging countries
versus floating countries at different horizons to a change in the US dollar exchange rate. For this

purpose, we run the following regression:

Yigrh = Yip—1 = Qi+ i) 1 + BuPeg;, X Deusps + T Xie—1 + yiPeg;, + €ion, (2)

where y;;,; denotes an outcome variable in country i at time t + h, Peg,, is an indicator for
whether country i at time ¢ is a peg, Aeysp ¢ denotes the log change in the US dollar nominal effec-
tive exchange rate from time t — 1 to time ¢, a; , is a country fixed effect, a,;) , ;, is a region-by-time
tixed effect, X;;_1 denotes additional control variables, and €;;, denotes unmodelled influences
on the outcome variable. This type of empirical specification is often called a local projection
(Jorda, 2005). The region-by-time fixed effects are for the following four regions: Europe, Ameri-
cas, Africa, Asia/Oceania. The coefficient of interest is ;. We run this regression on annual data
for different horizons h.?

We report standard errors that are two-way clustered on time and country. We drop the largest
and smallest 0.5% of observations for each outcome variable. This avoids our results being highly
sensitive to extreme events such as severe wars (e.g., Iraq in 2004). We also drop country-by-year
observations during which the country switches from being a peg to a float or vice versa and the

following year.

2.5 Data

Our main data sources are the World Bank’s World Development Indicators (WDI) database, the
database of the United Nations Conference on Trade and Development (UNCTAD), and the In-
ternational Financial Statistics (IFS) database of the International Monetary Fund (IMF). We use
data on GDP, consumption, investment, exports, and imports from WDI, all measured in constant
2015 US dollars. We use data on export unit values, import unit values, and the terms of trade

from UNCTAD. We use data on short term nominal interest rates and inflation from IFS. In ad-

9An alternative approach would be to instrument for the local exchange rate with Peg;, x Aeysps. However,
this would pre-suppose that the only channel through which the shocks that move the US dollar exchange rate affect
peggers versus floaters is these countries” exchange rates. This might not be the case (e.g., interest rates might drive
both exchange rates and affect the economy directly). Hence, we run direct regressions. However, if the exchange rate
is truly the only channel through which changes in the exchange rate of the US dollar affect peggers versus floaters, our
regressions with the nominal exchange rate as the outcome variable are akin to first stage regressions in an IV empirical
strategy and our output regressions are akin to reduced from regressions. The IV estimate is then the ratio of the two.
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dition to these sources, we use data on nominal and real effective exchange rates from Darvas
(2012, 2021) (series NEER_65 and REER_65), data on the ratio of net foreign assets to GDP from the
External Wealth of Nations Database (Lane and Milesi-Ferretti, 2018), the Bloomberg Commodity
Price Index, and capital account openness measures from Chinn and Ito (2008).

For the nominal interest rate, we choose among the T-bill rate, the policy rate, and the money
market rate. For each country, we use the one of these series with the longest sample in the IFS
database. We construct a measure of net exports from data on exports and imports. We construct a
measure of the ex-post real interest rate from data on the nominal interest rate and inflation. Table
A.3 in the Appendix provides an overview of our data sources.

As we note above, all our data are annual and our sample period is 1973 to 2019. However, our
panel data set is unbalanced and differs in size from variable to variable. One of the robustness
exercises we do below is to rerun our empirical analysis on the largest sample for which we have

all our main variables of interest available.

2.6 Empirical Results

Figure 3 plots our estimates of B; for four outcome variables: the nominal effective exchange
rate, the real effective exchange rate, real GDP, and consumption. For the nominal and real ef-
fective exchange rates, the dependent variable is the / 4+ 1-period change in the logarithm of the
country’s trade-weighted exchange rate (nominal or real). For GDP, the dependent variable is
(Yiten — Yit—1)/Yit—1 where Y;; denotes the level of GDP in country i at time t. For consump-
tion, the dependent variable is (C; ;1 — Cit—1)/Y;+—1, where C;; denotes the level of consumption
in country i at time t. The independent variable of interest Aey;s; is the change in the logarithm
of the US dollar nominal effective exchange rate. We include three controls in addition to the
fixed effects: the lagged growth rate of the outcome variable, a lag of the treatment variable (more
specifically, a lag of Peg; , x Aeysp and Peg; ,), and a lag of GDP growth.!? Recall that we define
the exchange rate as the domestic currency price of foreign currency, which implies that an in-
crease in the exchange rate is a depreciation. The responses in Figure 3 should thus be interpreted
as responses of pegs relative to floats to a 1% depreciation in the US dollar.

In response to a 1% depreciation of the US dollar, the trade-weighted nominal effective ex-
change rate of pegs depreciates by 0.74% relative to floats. This depreciation persists for a number
of years, first rising slightly to 0.9% and then falling to about 0.6% in the 3-5 years after the US de-

preciation. The reason the response is not fully one-for-one is that our pegs are not perfectly hard

0For the periods prior to the treatment period (h < 0), we include these controls at time & — 1.
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Figure 3: Response of Pegs vs. Floats for Exchange Rate, Output, and Consumption

Note: This figure plots the response of the nominal effective exchange rate, real effective exchange rate, real
GDP, and consumption for pegs versus floats in response to a change in the US dollar exchange rate. For the
exchange rates, the dependent variable is the change in the logarithm of the variable. For GDP, the dependent
variable is the percentage change, while for consumption itis (C; s — Cjs—1)/Y;+—1. These are our estimates
of B, in equation (2) for different horizons i when these four variables are the outcome variables. These results
are for the case with our baseline set of controls: one lag of the outcome variable, one lag of the treatment
variable, and one lag of GDP growth. The shaded areas are 95% confidence intervals.

pegs and our floats are not perfectly free floats. The real effective exchange rate of pegs depreci-
ates by only slightly less relative to floats than the nominal effective exchange rate. The response
of the real effective exchange rate is also persistent, although somewhat less persistent than the re-
sponse of the nominal exchange rate.!! Table A.4 in the Appendix shows that the regime-induced
variation in exchange rates we use for identification represents roughly 8% of the total variation
in exchange rates in our data.

The bottom two panels in Figure 3 show that the US dollar depreciation results in a gradual
but quite substantial increase in GDP and consumption in pegger countries relative to floater
countries. In response to a 1% US dollar depreciation, GDP eventually rises by about 0.4%. To
get a better sense for the quantitative magnitude of the GDP response, note that these estimates

imply that a 10% depreciation of the domestic currency results in a 5.5% increase in GDP over five

HFigure A.5 in the Appendix compares the response of the trade-weighted nominal and real exchange rate (the
baseline in this section) to the response of the nominal exchange rate to the US dollar. These yield similar responses of
pegs versus floats to USD depreciations, although the exchange rate versus the USD is more persistent at long horizons.
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Figure 4: Response of Pegs vs. Floats for Investment and Trade

Note: This figure plots the response of investment, net exports, exports, and imports for pegs versus floats in
response to a change in the US dollar exchange rate. All four variables are measured as a fraction of initial
GDP (e.g., (Lityn — Liy—1)/Yis—1 for investment). T hese are our estimates of 8, in equation (2) for different
horizons h when these four variables are the outcome variables. These results are for the case with our baseline
set of controls. The shaded areas are 95% confidence intervals.

years.!? Recall that the consumption response we plot is the change in consumption as a fraction
of time t — 1 GDP. The consumption response peaks at almost 0.4% of GDP a few years after the
depreciation.

Figure 4 presents results for investment, net exports, exports, and imports. All four variables
are measured as a fraction of GDP. For example, the dependent variable for investment is (I; ;. —
Iit—1)/Yit—1, where I;; is the level of investment in country 7 at time t. The depreciation results
in an increase in investment that is modest to begin with, but builds over time and reaches a
maximum after five years. Exports increase one year after the depreciation but then fall back
to zero for several years before increasing again. Contrary to the simple logic of expenditure
switching, the depreciation results in an increase in imports that builds gradually over time. For
several years, the increase in imports is larger than the increase in exports, which implies that net
exports fall.

The left two panels of Figure 5 present the response of the short-term nominal interest rate and

12 The GDP response is gradual and peaks after five years at 0.4. The average nominal exchange rate response is
roughly 0.7 over the first five years. We get 5.5 as 10 x 0.4 = 0.7.
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Figure 5: Response of Pegs vs. Floats for the Nominal Interest Rate, CPI, and Terms of Trade

Note: This figure plots the response of short term nominal interest rates, the CPI, and the terms of trade for
pegs versus floats in response to a change in the US dollar exchange rate. For the nominal interest rate, the
dependent variable is the level of the interest rate (i.e., 0.02 denotes 2%). For the CPI and the terms of trade,
the dependent variables are the change in the logarithm of the variables. These are our estimates of f;, in
equation (2) for different horizons 1 when these two variables are the outcome variables. These results are for
the case with our baseline set of controls. The shaded areas are 95% confidence intervals.

the CPIin pegger countries relative to floaters. For the CP]I, the dependent variable is the change in
the logarithm of the CPI. For the nominal interest rate, the dependent variable is the change in the
level of the interest rate. The nominal interest rate rises modestly in response to the depreciation
(by less than 0.1 percentage point in response to a 1% depreciation). The price level also increases,
modestly at first, but more later on (by about 0.5% in response to a 1% depreciation).'®

These results help distinguish between different possible underlying shocks that might be
driving the variation in the US dollar exchange rate in our regressions. If loose monetary pol-
icy were the reason for the US dollar depreciation, we would expect to see a negative relative
response of the nominal interest rate for pegs relative to floats (since pegs share US monetary pol-
icy more strongly). The fact that our estimated response for the nominal interest rate is positive,
therefore, provides evidence against the notion that the US depreciations in our regressions are
driven by monetary policy.!* We develop this idea more fully in Section 3 below.

Put differently, the joint responses of nominal exchange rates and nominal interest rates show
substantial ex-post deviations from uncovered interest parity (UIP). After the pegs’ initial depre-

ciation, their nominal exchange rates appreciate and their nominal interest rates are (if anything)

13Figure A.7 presents results on the ex-post real interest rate that are implied by the responses of the nominal interest
rate and prices in Figure 5. The response of the real interest rate fluctuates around zero and is statistically insignificant
throughout.

140Our empirical analysis cannot rule out the possibility that exchange rate changes are due to changes in expectation
about far future nominal interest rates, In(1 +ip ;1) —In(1 + i ;1) for T greater than 10 years. Such shocks are hard
to distinguish from financial shocks. Chahrour et al. (2022) argue that far future fundamental shocks are the source
of a substantial fraction of volatility in exchange rates. In contrast, Miyamoto, Nguyen, and Oh (2022) find that the
dominant drivers of the real exchange rate are largely orthogonal to macro aggregates.
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Figure 6: Ex-Post UIP Deviations

Note: The figure plots the response of ex-post UIP deviations for pegs versus floats in response to a change in
the US dollar nominal effective exchange rate. The dependent variable is AeiutSD +In(1+d;) —In(1 +iygy),

where AeiL,ItSD denotes log-changes in the exchange rate of country i to the USD from time t — 1 to ¢, i;; is the
nominal interest rate of country i from time t — 1 to t, and ;7 is the US nominal interest rate. The results in
blue plot estimates of B, forh = 1,...,9 from equation (2) for different horizons 1 when ex-post UIP deviations
are the outcome variable. These results are for the case with our baseline set of controls. The shaded areas are
95% confidence intervals.

higher than before (relative to floats). This implies that the return to holding assets denominated
in the currencies of the pegs are higher ex-post than returns of assets denominated in floating cur-
rencies. Figure 6 shows this by plotting the impulse response of ex-post UIP deviations of pegs
relative to floats. The presence of these UIP deviations are at the core of the theoretical channel
we propose in section 3 for why depreciations are expansionary in response to regime-induced
exchange rate variation.

The right panel of Figure 5 presents the response of the terms of trade. The dependent variable,
in this case, is the change in the logarithm of the terms of trade. We define the terms of trade as
the price of exports divided by the price of imports (our data are unit values). We estimate that
the terms of trade of peggers improves modestly relative to floaters at short horizons in response
to the US dollar depreciation. Further out, the improvement in the terms of trade is larger (though
statistically insignificant). In a world with sticky prices that are set in the producer’s currency,
the terms of trade would deteriorate in response to a depreciation (imports would become more
expensive in domestic currency). With local currency pricing, however, a depreciation results
in an improvement in the terms of trade. In a world with a dominant currency (e.g., import
and export prices sticky in US dollars) the terms of trade would not respond to a change in the
exchange rate. Figure A.6 in the Appendix present our estimates of the response of export and
import unit values. Measured in US dollars, the price of exports is little changed, while the price

of imports falls modestly in pegging countries relative to floating countries in response to the US
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Figure 7: Response of Pegs vs. Floats by Sector

Note: This figure plots the response of output by sector for pegs versus floats in response to a change in the US
dollar exchange rate. In all cases, the dependent variable is the change in the variable in question as a fraction
of initial GDP. These are our estimates of §; in equation (2) for different horizons & when these four variables
are the outcome variables. These results are for the case with our baseline set of controls. The shaded areas
are 95% confidence intervals.

dollar depreciation.
Figure 7 presents the response of output by sector for pegs relative to floats. The dependent
variable for these four sets of results is the change in the variable in question divided by initial

GDP. For example, for the service sector, the dependent variable is (th o YS )/Yii—1, where

it—1
th is service sector output in country i at time ¢. Strikingly, the bulk of the response comes from
the service sector. The response of manufacturing and agriculture are very close to zero. This is
also the case for the response of the mining, construction, and energy sectors except for a boom at
very long horizons. This pattern of responses suggests that the depreciation kicks off a domestic

boom, as opposed to an export-led boom.

2.7 Heterogeneity by Openness and Time Period

Our finding that a regime-induced depreciation results in a fall in net exports indicates that cap-
ital is flowing into these countries. This raises the question whether our results differ by a coun-
try’s capital account openness and openness to trade. Figure 8 re-estimates equation (2) for coun-
tries with above versus below-average capital account openness over the sample period when the

country’s data are available. Here we measure capital account openness by the Chinn-Ito index
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Figure 8: Heterogenous Response by Capital Account Openness

Note: This figure plots the response of the real exchange rate and output for pegs versus floats in response to
a change in the US dollar exchange rate. We report this separately for countries with average capital account
openness below versus above the median across countries. For the real exchange rates, the dependent variable
is the change in its logarithm. For GDP, the dependent variable is a percentage change. These are our estimates
of Bj in equation (2) for different horizons I when the variables described above are the outcome variables.
These results are for the case with our baseline set of controls. The shaded areas are 95% confidence intervals.

(Chinn and Ito, 2008). We find that the relative response of GDP is entirely driven by a set of
countries with high capital account openness, despite the fact that the relative response of real
exchange rates are similar. In contrast, the response of GDP is similar for countries with above
versus below median levels of trade openness, as measured by the sum of exports and imports
over GDP (see Figure A.8). The heterogeneity in the results by capital account openness, and the
lack of heterogeneity by trade openness, are both consistent with the model we develop in Section
3. This model puts international capital flows at center stage. Figure A.9 splits the sample period
into an early period (1973-1995) and a later period (1996-2019). We find similar responses in both

periods.

2.8 The Plaza Accord

It is perhaps useful to have a concrete example of the stimulatory effects of exchange rate depre-
ciations that we have documented in general terms in the preceding sections. The Plaza Accord
of 1985 — named after the hotel where it was announced in New York City — provides such an
example. The Plaza Accord was an agreement between France, Germany, Japan, the UK, and the
US (G5 countries) to depreciate the US dollar. The announcement at the Plaza Hotel was a cul-
mination of a larger policy shift by the Reagan administration regarding the dollar, which started
when James Baker became Treasury Secretary in January 1985 (Frankel, 2015). This policy shift
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Figure 9: Case Study of the Plaza Accord

Note: The left figure plots the average of changes in the log real exchange rate relative to 1985 for countries that
float and peg against the USD. The right panel is analogous for GDP. We exclude G5 countries and country-by-
year observation with Ilzetzki, Reinhart, and Rogoff classification 14 and 15 from the sample in constructing
the figure. We define countries that peg to USD in the same way as before: (Ilzetzki, Reinhart, and Rogoff
classification 1-8 with anchor currency USD), while other countries are classified as floats versus the USD.
Pegs and floats are defined in this figure based on their status in 1985.

helped trigger a rapid depreciation of the US dollar. Here, we use this event as a case study of a
regime-induced depreciation of pegs to the US dollar versus floats.

Figure 9 plots the evolution of the real exchange rate and real GDP for pegs versus floats
against the USD in the years surrounding the Plaza Accord. The left panel shows that the real
exchange rate of floats appreciated relative to pegs following the Accord. The timing of the Accord
was arguably orthogonal to macroeconomic conditions in the pegs versus floats in our sample
(none of which were parties to the agreement). The right panel shows that GDP grew less quickly
in the floats relative to the pegs in the years after the Accord. To quantify the response for this
episode, we regress changes in real GDP and the real exchange rate starting in 1985 on a peg
indicator for 1985. The differential response in the log real exchange rate in the first year is 12%
(standard error of 2.7%) and difference in log GDP after five years is 7.4% (standard error 3.1%).
This implies a GDP response to a 10% exchange rate depreciation of 6.2% (~ 7.4 x 10 = 12), which

roughly lines up with the estimates from our baseline empirical analysis.'®

15We also consider a regression where we include all time periods in our data set and country and time fixed effects
to account for any country-specific growth differentials. According to this regression, a 10% initial depreciation is
associated with an 8% increase in GDP after five years.
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Table 2: Robustness to Potential Confounds
GDP Response at h = 4

Baseline Us Com. GEC
Controls Prices
@) (2) 3) 4 (©) (6) )
Pegx AUSD 0.43 0.43 0.51 0.43
(0.11) (0.11) (0.14) (0.15)
PegxA(US GDP) 053 0.06
(0.54) (0.11)
PegxA(Com. P) -0.00 -0.09
(0.04) (0.14)
Pegx AGFC 0.01 -0.01

0.01) (0.15)

Region x Time FE v’ v’ v’ v’ v’ v’ v’
Country FE v’ v’ v’ v’ v’ v’ v’
Controls v’ v’ v’ v’ v’ v’ v’

Note: The table shows coefficients of regression (2) for h = 4, where the outcome variable is GDP. Column (1)
shows our baseline estimates of the coefficient of the interaction between peg and log changes in the US dollar
effective exchange rate (Peg x AUSD). Column (2) replaces Peg x AUSD with three alternative variables: the
interaction between a peg and the log change in US GDP (Peg x AUS GDP), a peg and the change in US inflation
(Peg x AUS Inflation), and a peg and the change in US interest rate (Peg x AUS Interest Rate). Column (3) includes
both Peg x AUSD and the three before-mentioned variables. Column (4) replaces Peg x AUSD with the interaction
between peg and log changes in commodity price index (Peg x ACom. P.). Column (5) includes both Peg x AUSD
and Peg x ACom. P.. Column (6) replaces Peg x AUSD with the interaction between peg and changes in global
financial cycle indicator (Peg x AGFC). Column (7) includes both Peg x AUSD and Peg x AGFC. Standard errors
in parenthesis are two-way clustered by time and country. All regression specifications include the baseline set of
controls as well as time and country fixed effects.

2.9 Robustness

We have explored a number of variations on our baseline specification. Results for thirteen such
variations are presented in Table 2 and Figures A.10-A.22. We start with several specifications
analogous to our baseline specification except that we add controls for variables interacted with
the peg indicator. Columns (2)-(3) of Table 2 and Figure A.10 add interactions of contemporaneous
values of US GDP growth, US inflation, and the change in the US T-bill rate with the peg indicator
as controls. Adding these controls helps control for economic conditions in the United States (e.g.,
US monetary policy shocks). Columns (4)-(5) of Table 2 and Figure A.11 adds an interaction of

the change in the logarithm of commodity prices with the peg indicator as a control.!® Columns

16Since 2000, commodity prices have tended to comove negatively with the US dollar. This is less true before
2000 and is potentially spurious given the high persistence of both series— see Figure A.25 in the Appendix. The
correlation between the log-changes in the trade-weighted US dollar exchange rate and the log-change in the Bloomberg
commodity price index is 0.22 before 2000 but 0.71 after 2000.
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(6)-(7) of Table 2 and Figure A.12 adds the interaction of the change in the global factor in risky
asset prices of Miranda-Agrippino and Rey (2015, 2020) and the peg indicator as a control.!” This
addresses the concern that our results might be driven by peggers being systematically more ex-
posed to global financial cycles, which are correlated with the movements in US dollar exchange
rate. In all three of these cases, the results are very similar to our baseline result.

The region-by-time fixed effects in our baseline specification imply that the variation we use to
identify our main results is within-region variation. Figure A.13 presents results for a case that is
identical to our baseline specification except that the region-by-time fixed effects are replaced by
time fixed effects. This allows us to exploit variation in exchange rate regimes not only within but
also between continents. For example, in the baseline version, pegs in Latin America are not being
compared with floats in Europe (this variation is absorbed by the region-by-time fixed effects).
This specification yields similar point estimates, with smaller standard errors. One difference is
that the response of net exports is less negative.

Figures A.14 and A.15 consider alternative sets of controls (no controls other than fixed effects
and two lags of the outcome variable, the treatment variable, and GDP, respectively). Figure
A.16 presents results where we drop the largest and smallest 1% of observations for each variable
(instead of 0.5% in the baseline). Figures A.17 and A.18 consider alternative assumptions about
how to categorize Ilzetzki, Reinhart, and Rogoff’s coarse category 3 (included among floats or
pegs, respectively, rather than dropped). Figure A.19 presents results for the case where we replace
the BIS trade-weighted nominal effective exchange rate for the US dollar as our treatment variable
with a US dollar exchange rate that is constructed using GDP weights for the same set of countries.
Figure A.20 presents results for the case where we include the 24 countries that the US dollar
nominal effective exchange rate is defined relative to in the sample of floats. Figure A.21 adds the
interaction of capital account openness and US dollar exchange rate as a control. This addresses
the concern that our results might be driven by heterogeneity in capital account openness rather
than by the difference in exchange rate regime.!® 1In all of these cases, the responses are very
similar to our baseline case.

Figure A.22 presents results for the largest sample where we have data on all nine of our main

variables. In this case, the response of the nominal and real effective exchange rates is estimated to

17We use the updated version of their standardized measure for the period of 1980-2019. We downloaded these data
from Hélene Rey’s website.

18Figure 8 shows that the effect we estimate for pegs versus floats is driven by countries with open capital accounts.
This is different from the insensitivity we are showing in Figure A.21. Figure 8 runs our baseline regression separately
for high versus low values of capital account openness, i.e., separate coefficients on Pegi/t X Aeyspt. In contrast, in
Figure A.21 the coefficient of interest remains Peg; ; X Aeysp ¢ but we add KA Open; x Aeysp ¢ as an additional control.
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be more transient, although the standard errors are very large. The estimated response for output,
consumption, investment, and net exports is similar to our baseline. The estimated response of the
terms of trade is larger than in our baseline. The large standard errors arise because the sample
size in this case is only about 20% the sample size in our baseline specification. The primary
constraint here is the availability of the interest rate data.

Finally, one might ask whether either tourism or government expenditures are driving our re-
sults. Figure A.23 shows the response of tourist inflows and outflows in our baseline specification.
Neither of them is statistically significantly different from zero. Figure A.24 shows the response

of government expenditures. The response is positive but quantitatively small in magnitude.

3 A Model of Regime-Induced Depreciations

In Section 2 we demonstrate that regime-driven exchange rate depreciations lead to macroeco-
nomic booms. We also highlight two features of these booms that make them difficult to match
using standard models: net exports fall implying that the booms are not export led, and nomi-
nal interest rates do not seem to fall (if anything they rise) implying that the booms do not arise
from easy monetary policy. Here we introduce a model with financial shocks and imperfect fi-
nancial openness and show that this model can match the responses we estimate to regime-driven
exchange rate depreciations while standard models cannot. We also show how this model is con-

sistent with unconditional exchange rate disconnect and the Mussa fact.

3.1 A Model with Imperfect Financial Openness

Consider a world economy with a continuum of small open economies. Suppose time is discrete
and the horizon is infinite. Each small open economy, indexed by j € [0, 1], belongs to one of four
regions: the US (U), the Euro Area (E), pegs to the US dollar (PY), or pegs to the euro (PE). (U,
E, PE, PU are sets that partition the interval [0,1].) All small open economies within a region are
symmetric.

Economies within the Euro Area use a single currency, the euro. Economies within the US use
the US dollar. Each small open economy in the other two regions has its own currency, but these
currencies are all pegged to either the US dollar or euro. We define the nominal exchange rate &;j;
as the price of the currency 7 in terms of currency j at time t. An increase in &;j; then represents
a depreciation of currency j against the currency i. Since the currencies of economies in PF are

pegged to the euro, while the currencies of economies in PY are pegged to the US dollar, we have

23



that

Eeur ifi € {E,PE}andj € {U,PY}
ijt = { Eypr ifi € {U,PY}and j € {E,PE}, ©)

1 otherwise

where Egy; is the price of the euro in terms of the US dollar, and Eyg = 1/&ky. An increase in Egy
is a depreciation of the US dollar relative to the euro.

The central bank in the Euro Area sets a path for the nominal interest rate in the Euro Area
{ig+}, while the central bank in the US sets a path for the nominal interest rate in the US {ii;; }. We
assume that the central banks in PF and PY, are able to peg their currencies to the euro and US
dollar, respectively, in a perfectly credible manner. This implies that uncovered interest rate parity
holds between the euro and pegs to the euro, and between the US dollar and pegs to the US dollar.
As a consequence, ij; = ig; if j € {E, PE} and iy =iy ifj € {U, Py},

We assume that a combination of frictions in international financial markets and shocks hitting
market participants in these markets results in deviations from uncovered interest parity between
the euro and the US dollar. We denote these UIP shocks as ¢; and assume that the following

modified uncovered interest parity condition holds for the euro and US dollar:

(14 i) = (1+ aoggg;jl exp(i). @

An increase in ¥ can be interpreted as an exogenous increase in demand for the euro relative to
the US dollar, which, everything else being equal, results in a depreciation of the US dollar relative
to the euro. We provide a microfoundation of this equation in Appendix B.1.

There is a representative household in each small open economy j. This representative house-

hold has time separable preferences of the following form

[e3) t—

1
Z( ﬁjs+1> [u(Cjt) — v(Njr)] -

t=0 \s=0

where Bjs,1 is a discount factor between periods s and s + 1, Cj; is an aggregate consumption
Ccl-c

basket, and Nj; is labor supply. We assume constant elasticity utility functions, u(C) = 5— and
v(N) = %,where c>0andv > 0.

The aggregate consumption basket is given by the following constant elasticity of substitution
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(CES) basket over consumption goods produced in the different small open economies:

17

=1 1 g=1 -1
Cjt = (1—0()1/17((3]‘]}) 7 +€¥1/17/0 (Cz‘jt) U dl] ,

where ¢;j; is j’s consumption of goods produced in i, 7 > 0 is the elasticity of substitution, and
a € [0,1] captures the degree of trade openness of the countries we model. The ideal price index

is then given by

1

_ _y | T
Py = [(1 —w)p; "+ a / pilﬁ”df} : 5)

where p;j; is the price of goods shipped from economy i to j at time ¢. The demand curves of home

and foreign goods are given by

2\ 1 i i
(1—w) (%’:) Cip fori=j

« (%) o G fori #j . ©

Cijt =
]

Households in each small open economy hold both domestic bonds and foreign bonds. We
assume household portfolios are sticky in the sense that they do not adjust their portfolios in-
finitely elastically to changes in the relative expected returns of bonds in different countries. For
theoretical clarity, we make the extreme assumption that households always invest a fraction sdk
of their savings into bonds issued in economy k, where dk is the measure of economy k, and
s € [0, 1] captures the degree of financial openness of the economy. The remaining fraction of sav-
ings 1 — s is invested in domestic bonds. These assumptions imply that the nominal rate of return
of the household’s portfolio is a weighted average of the domestic nominal interest rate and the

exchange-rate-adjusted nominal interest rate in other countries

Exjt+1
Exjt

1+i’f’=(1—S)(1+ijt)+s/01(1+ikt) dk. @

Jt

Earlier work has typically either assumed frictionless financial markets (complete markets or
bonds-only) or assumed that households and non-financial firms have no direct access to foreign
assets (Gabaix and Maggiori, 2015; Itskhoki and Mukhin, 2021a). Our assumptions about financial
openness are intermediate relative to these two extremes. Households invest abroad but do not
equalize expected returns. The models of Gabaix and Maggiori (2015) and Itskhoki and Mukhin

(2021a) are nested as a special case of our model with s = 0, while models with frictionless finan-
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cial markets are a special case of our model when UIP holds, i.e., { = 0. Our quantitative model
in Appendix D considers a case where portfolio shares respond (by finite amounts) to expected
return differences.

The household’s budget constraint is then given by
P;Cj¢ + Bjt = (1 +17,)Bjs—1 + WjiNjs, (8)

where Bj; is total bond holdings. The household’s consumption saving problem is to choose
{Cjt, Bjt}12( to maximize its lifetime utility subject to (8). The optimal consumption saving de-

cision yields the following consumption Euler equation:

W' (Cjr) = Bjrar (1+ iz)P,i]tu/(Cth) )
jt+1

We assume that wages are sticky, following Erceg, Henderson, and Levin (2000). Unions set
the wages subject to Calvo (1983) frictions, which leads to the following New Keynesian wage

Phillips curve, to a first-order approximation:

v'(N;
T = Ky In (1 )
u/(C]'t)ﬁth/Pjt

) + ﬁ”}?ﬂr (10)

(A=pr0)(1=7w)
’YZU

unable to adjust wages, and j;, is the markup unions desire of real wages over v'(Nj;) /u'(Cj;).

where n}“j = Wi /Wi — 1, ko = , Yw € [0,1] is the probability that the union is

Firms in economy j produce goods using a linear technology in labor:

We assume that prices are fully flexible and product markets are perfectly competitive. This im-

plies that the price of goods produced in economy i and sold in economy j is equal to
pijt = EijtWit/ Ait. (12)

The fact that wages are sticky while goods prices are flexible implies that our economy has pro-

ducer currency pricing.
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Goods market clearing implies that, to a first-order approximation,

(Pt - /1%’7,-_,
(1 “)(Pj> Cjit+a o \ D Citdi = Yj. (13)

Given {4, iu, iet, { Bje+1, A/t}}?"zo and {W; _1, B; 1}, the equilibrium of this economy consists of
prices {piji, Pit, Eijr, Wi, n]?‘t’, i}i}‘t’io and quantities {c;, Cj, Bji, Nji, Yjt }= such that equations (3)-
(13) hold. We linearize around the symmetric steady-state equilibrium with zero net foreign as-
set position where all shocks are zero, and thereby all endogenous variables are constant over
time. We focus on the equilibrium of our model in which real exchange rates are stationary,
lim; ;00 Qjjr — 0 for all 7, j.19

For convenience, we define the real effective exchange rate of an economy j as the size-

weighted average of the bilateral real exchange rate:

1.&ijt Pyt
= di. 14
Jt 0 Pjt (14)
We define the real interest rate in economy j as
N
Tt rje = (1) 57— (15)
jt+1

We denote Xj; and Mj; as the quantity of exports and the imports, respectively, of an economy j at

time ¢:

1 /p &\ 1/ p &\
_ p]]t it . _ Piit ijt .

3.2 Understanding the Effects of Regime Induced Depreciations

We estimate the effects of regime induced depreciations in the data in section 2. To capture these
effects in our model, consider the following experiment. Suppose the economy starts in a sym-
metric steady state. Then a sequence of shocks hit the US, the Euro Area, and the regions PY and
PE. This sequence of shocks can involve a combination of productivity shocks, discount factor
shocks, monetary shocks, and UIP shocks at any horizon. It can be a completely arbitrary set of

such shocks except that it must satisfy the following assumption regarding the discount factor §j;

19Since net foreign asset positions change permanently in response to temporary shocks in our (incomplete markets)
model, equilibria of our model are non-stationary. We assume that monetary policy is conducted so as to bring about a
stationary real exchange rate. We also assume that monetary policy responds sufficiently strongly to non-fundamental
shocks that there is a unique bounded equilibrium.
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and productivity Ajy:
Assumption 1. Bj; = Bp;and Aj; = Ap; forall j € {PY, PE}.

This assumption states that pegs to the US dollar and pegs to the euro are not differentially
hit by (non-monetary) fundamental shocks. Analogously, in our empirical analysis in section 2,
we assume that pegs and floats are symmetrically exposed to fundamental shocks, conditional on
controls. In other words, we assume assumption 1 holds on average, conditional on controls.

Given these shocks, we study the response of pegs to the US dollar relative to pegs to the euro.
To this end, we define the response of variable Z in economies pegging to the US dollar relative to

the response of variable Z in economies pegging to the euro to be
VdinZ;=dInZy; —dInZy for icPY,je Pt (17)

The following result then characterizes the impact of regime-induced depreciations, i.e., the im-
pact of shocks that satisfy assumption 1 on pegs to the US relative to pegs to the euro. All proofs
are presented in Appendix B.2.

Proposition 1. Consider an arbitrary sequence of shocks {1, iet, iut, Ajt, Bjt } satisfying Assump-
tion 1. The date 0 consumption, output, export, and import responses of pegs to the US dollar
relative to the pegs to the euro are functions only of {VdIn Q;}{°,and {VdIn(1+r4:1)}5 . They

are given by

VdinCy = — - ° ;,gmwma +7e41) —(37 2& [VdIn Qriq — VAIn Q]
real interest rate channel . foreign credit channel J’ ( 1 8)
g (=4 =1) L0 - pFVaing,
real income channel
VdlnYy = (1 —a)VdInCy + [Ulia + mx] Vdiln Qo (19)
expenditure switching channel
VdIn Xo = ("12 + ;7> VdIn Qo (20)
Vdln My = —VdInQy + VdIn C 1)

Proposition 1 formalizes why focusing on regime-induced depreciation is useful. First, the

proposition states that the relative responses of all macroeconomic aggregates are functions only
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of the relative response of the real interest rate VdIn(1 + ;1) and the relative response of the
real effective exchange rate, VdIn Q;. In the model, different outcomes between pegs to the US
dollar and pegs to the euro arise only from the difference in their monetary regimes, which is
summarized by the sequences of differences in the real interest rate and the real effective exchange
rate. The absolute level of the response of output, consumption, and various other macroeconomic
outcomes for peggers to the US dollar and euro is influenced by what happens to the US economy
and the economy of the Euro Area. However, under assumption 1, these effects are common to
pegs to the US dollar and pegs to the euro, and thereby difference out when we look at the relative
responses. In short, the relative paths of the real interest rate and real effective exchange rate are
sufficient statistics to understand the relative responses to regime-induced depreciations.

Proposition 1 then also explicitly characterizes the channels through which the relative re-
sponse of the real interest rate and real effective exchange rate transmit to consumption, output,
and other macroeconomic outcomes. The first term in equation (18) captures the standard in-
tertemporal substitution channel that higher interest rates reduce consumption. This channel is
present even when the economy is closed. The second term in (18), which we label the foreign
credit channel, is unique to our model. Holding the domestic real rate constant, expected appre-
ciation of the real effective exchange rate (VdIn Q;y1 — VdIn Q;) lowers the cost of borrowing
from abroad. To the extent that households have access to foreign currency bonds (s > 0), this
stimulates consumption through intertemporal substitution. The third term in (18) captures the
real income channel recently highlighted by Auclert et al. (2021b): a depreciation of the real ef-
fective exchange rate affects real incomes by increasing the relative demand for home goods and
increasing the the relative prices of foreign goods (the sign of this effect is ambiguous). Equation
(19) shows that real output changes both because domestic consumption changes and due to ex-
penditure switching. Finally, equations (20) and (21) show the response of exports and imports,
respectively.

Figure 10 plots the empirical responses of the relative real interest rate and real exchange rate
from our analysis in section 2. Our estimates suggest that the relative response of real interest

rates is close to zero. For this reason, in what follows, we set

Vdln(l1+4r;1) =0 forallt. (22)

Proposition 1 then implies that the difference in macroeconomic outcomes must come from the

difference in the path of the real exchange rate — hence our title. For simplicity, we approximate
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Figure 10: Empirical Responses of Relative Real Interest Rate and Real Exchange Rate

Note: This figure plots the response of real interest rates and the real exchange rates for pegs versus floats
in response to a change in the US dollar exchange rate, i.e., our estimates of B in equation (2) for different
horizons h when these two variables are the outcome variables. For the real interest rate, the dependent
variable is the level of the interest rate (i.e., 0.02 denotes 2%). For the real exchange rate, the dependent
variable is the change in the logarithm of the variables. These results are for the case with our baseline set of
controls. The dashed lines are 95% confidence intervals.

the relative response of the real effective exchange rate in Figure 10 with a process that decays at

a constant rate following the initial depreciation:
VdinQ; = (0g)'VdInQy, with VdInQp >0, (23)

where pg € (0,1). The fit of this simple process to the empirical response is quite good.
As we discussed in section 2.6, the joint response of real interest rates and real exchange rates
we estimate necessarily implies substantial UIP deviations. We show in Appendix B.1.1 that in

our model
1
VdIn(1+r) = Vdln Qpuq — VdIn Qs + / Vipdk. (24)
0

Given equations (22) and (23), the return on currencies in economies pegging to the US dollar is
higher than in economies pegging to the euro since the US dollar appreciates in real terms after
the initial depreciation while real interest rates in the two currencies are the same. This implies a
UIP deviation. One can therefore also interpret our estimates as the macroeconomic consequence
of UIP shocks.

Models with complete financial markets or frictionless trade in bonds do not feature UIP de-
viations. These models, therefore, cannot account for our empirical findings. Existing models that

teature UIP deviations almost always assume that households do not have direct access to foreign
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assets or credit, i.e., they assume s = 0 in our notation (e.g., Gabaix and Maggiori, 2015; Itskhoki
and Mukhin, 2021a; Auclert et al., 2021b). Our next proposition shows that this class of models

cannot account for our empirical findings.

Proposition 2. In Proposition 1, suppose (22) and (23) hold, and s = 0. Then, VdIn Xy —
Vdin My > 0.

In the absence of a foreign credit channel, the combination of the expenditure switching chan-
nel and the real income channels results in an increase in net exports (quantities). This contradicts
our empirical finding that net exports fall in response to a regime-induced depreciation.?’

In contrast to existing classes of models, our model in which households have access to foreign
assets and foreign credit can explain our empirical findings as long as the share of foreign asset in

the households’ portfolio is sufficiently large:

Proposition 3. In Proposition 1, suppose (22) and (23) hold. Then, for sufficiently high s/c,
VdInCy >0, VdInYy > 0,and VdIn Xy — VdIn My < 0.

Figure 11 illustrates Propositions 2 and 3. We consider relative paths of real interest rates and
real exchange rates that satisfy equations (22) and (23), and we plot responses for two cases: s = 0
and s > 0. The top left panel shows the path of the real exchange rate, which depreciates at time
t = 0 and then appreciates over time back to steady state. In response to the depreciation, output
increases (top-right panel). The output increase is quite modest in the case without the foreign
credit channel (s = 0). In that case, the increase in output comes entirely from an increase in net
exports, while consumption is virtually unchanged. With the foreign credit channel (s > 0), the
boom in output is much larger and is driven by a boom in domestic consumption. The response
of net exports is negative in the s > 0 case we plot because imports rise more than exports. We
provide a precise condition on s/ for this to happen in the proof to Proposition 3.

The foreign credit channel is consistent with two other facts that we have documented. First,
it is consistent with the fact that booms are largely driven by the non-tradable sector (Figure 7).
Unlike the expenditure switching channel, the foreign credit channel operates through domestic
demand. Once we extend our model to an environment with multiple sectors, an increase in do-
mestic demand predominantly stimulates the non-tradable sector as opposed to the tradable sec-

tor. We formally show this in Appendix G.7 in the context of our quantitative model. Second, the

20With local currency pricing, the real income channel becomes larger and has the potential to explain the fall in net
export quantity. However, using our quantitative model from Appendix D, we found that this effect was quantitatively
too small to explain our empirical results, even when we assumed a counterfactually high marginal propensity to
consume. This channel also cannot explain why the booms are predominantly driven by countries with high capital
account openness, which we document in Figure 8.
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Figure 11: Regime-Induced Depreciation in the Model with and without Foreign Credit Channel

Note: The figure shows the relative response of the real effective exchange rate (VdIn Q;), output (VdInY}),
consumption (VdIn C;), and net exports (VdIn X; — dIn M;) under (22) and (23) hold. The blue line shows
the case where s/0 = 0, and the orange line sets s/o = 1.5. The other parameters used in this example are
7 =05,a = 0.2, = 0.96. All regions have the same size: |U| = |E| = |PY| = |PF| = 0.25.

foreign credit channel is consistent with the heterogeneity across countries with different levels of
capital account openness that we document in Figure 8. It is straightforward to extend our model
to allow for heterogeneity in s, which we interpret as heterogeneity in capital account openness.
In this extended model, the relative booms are larger for groups of countries with higher values
of s.

In Appendix C, we show that the relative responses that we discuss in this section are the same
as the response of a small open economy to a change in the future path of its real interest rate
and real effective exchange rate, driven either by domestic monetary policy or financial shocks.
Therefore, the relative responses we estimate are directly informative about the effects of real

interest rates and exchange rates on an individual economy:.

3.3 [Exchange Rate Disconnect and Mussa Facts Revisited

A large empirical literature demonstrates that — at least unconditionally — exchange rates are
largely disconnected from other macroeconomic aggregates (Meese and Rogoff, 1983; Baxter and
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Table 3: Exchange Rate and Macroeconomic Volatility in the Data
Peg vs. Float (Post-1973) Pre- and Post-1973

Peg Float Pre-1973 Post-1973
A. Volatility
std(ANER) 0.082 0.114 0.070 0.090
std(ARER) 0.069 0.091 0.058 0.075
std(AGDP) 0.044 0.037 0.046 0.042
std(AC) 0.048 0.042 0.044 0.047
std(ANX) 0.039 0.032 0.034 0.038
std(A(1 +1)) 0.030 0.031 0.012 0.030
B. Correlation
corrf(ARER, ANER) 0.553 0.712 0.592 0.601
corr(ARER, AGDP) -0.045 -0.068 -0.042 -0.051
corr(ARER, AC) -0.069 -0.137 -0.017 -0.088
corr(ARER, ANX) 0.040 0.213 0.146 0.093
corr(ARER, A(1 + 1)) 0.171 0.130 -0.134 0.150

Note: The table reports the standard deviation and correlations of real and nominal effective exchange rates,
GDP, consumption, net exports to GDP ratio, and nominal interest rate for each subsample. All variables are
in logs except for net exports, which are relative to GDP. The sample contains all countries in our dataset
(including the US and the 24 relatively advanced economies we use to define the US exchange rate earlier in
the paper). See footnote 21 for more detail on the sample and the definition of pegs and floats. The third and
forth columns split the sample by year as opposed to by exchange rate regime. For each variable (e.g., ANER),
we drop outlying observations (the top and bottom 0.5%) when computing these moments.

Stockman, 1989; Flood and Rose, 1995; Obstfeld and Rogoff, 2000; Devereux and Engel, 2002; It-
skhoki and Mukhin, 2021a). Related to this, exchange rates are mildly negatively correlated with
consumption in the data, as opposed to strongly positively correlated in traditional open economy
macroeconomic models (Backus and Smith, 1993). Table 3 demonstrates these facts in our sample.
Nominal and real exchange rates of floating countries are three to four times more volatile than
GDP and consumption (i.e., they are largely “disconnected”).2! Moreover, real exchange rates are
mildly negatively correlated with both GDP and consumption.

Our evidence on the large real effects of regime-induced depreciations earlier in the paper
might, at first blush, seem to contradict these well-known facts. If depreciations cause booms

and exchange rates are so volatile, why isn’t there a strong unconditional correlation between ex-

2IWe include a larger set of countries than earlier work, which has largely focused on OECD countries. The sample
used in Table 3 includes both the countries that we estimate our impulse responses for in Section 2 and the United
States and the 24 relatively advanced countries that we exclude from the analysis in Section 2. In this analysis, we
divide countries into pegs and floats in a somewhat different way than in Section 2 since the focus is not on pegging
versus the US but rather pegging in general. We define country-year observations in Ilzetzki, Reinhart, and Rogoff’s
coarse categories 1 and 2 (fine categories 1 through 8) as pegs and those in coarse categories 3 and 4 (fine categories 9
through 13) as floats. As before, we exclude fine categories 14 (freely falling) and 15 (dual market / missing data).
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change rate depreciations and booms? In this section, we argue that this apparent contradiction is
a mirage arising from the distinction between conditional and unconditional moments. Crucially,
not all variation in exchange rates is the regime-induced variation we focus on in Section 2. Much
exchange rate variation is due to domestic shocks, some of which can generate a very different
conditional correlation between the exchange rate and output than regime-induced exchange rate
variation. The unconditional correlation between the exchange rate and output is then a weighted
average of the different conditional correlations. This can easily be small even if the conditional
correlation with each structural shock is sizable. This is directly analogous to the well-known fact
that the unconditional correlation between the price and quantity in a market may be small even
if the correlation of these variables is strongly negative conditional on supply shocks (i.e., when
the economy moves along the demand curve).

To make this argument concrete, we focus on a single small open economy j and imagine that
it is subject to two types of shocks: UIP shocks to its currency, i;, and domestic discount factor
shocks, Bj1.2 We compare two cases for the monetary regime of this small open economy: a
floating regime and a pegging regime.?> When the small open economy floats, we assume that
monetary policy sets the interest rate so that the real interest rate partially tracks (the inverse of)
the discount factor, dIn(1 +r:11) = ¢pdIn(1/Bs11) for ¢g € [0,1]. One rationale for this is that
the monetary authority would like to fully track (the inverse of) the discount factor but doesn’t
manage to do this because shocks to the discount factor are difficult to observe or because the
central bank is slow to react to such shocks.?* When the small open economy pegs, the nominal
interest rate tracks the anchor currency’s monetary policy, as before. See Appendix C for a formal
description of this economy.

Figure 12 plots the response of the real interest rate, the real exchange rate, and output in this
small open economy to these two shocks for the two cases discussed above (floating and pegging).
Let’s focus first on the floating case (solid blue lines). In panel A, the economy is hit by a UIP shock,
the real exchange rate depreciates and output rises. This is analogous to our regime-induced
exchange rate variation. In panel B, however, the economy is hit by a discount factor shock that
reduces demand. Monetary policy responds by lowering interest rates to boost the economy. This

depreciates the exchange rate, but if monetary policy is not sufficiently accommodative to fully

22Kekre and Lenel (2024) argue that discount factor shocks play an important role in explaining the behavior of
exchange rates in advanced economies.

23Since the small open economy is measure zero, the rest of the world does not react to these shocks. It therefore
does not matter whether the small open economy pegs to the US dollar or to the euro (if it pegs).

24Gimilar results would obtain if monetary policy followed an (imperfect) inflation targeting policy, including the
commonly used Taylor rule.
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(a) Impulse Response to a UIP shock
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(b) Impulse Response to a Discount Factor Shock

Figure 12: Impulse Response to a UIP shock and a discount factor shock

Note: Figure 12a plots the response of a small open economy to the UIP shock to its currency, and Figure 12b
plots the response to a discount factor shock. In both figures, the blue line plots the case where the small open
economy operates a floating exchange rate, and the orange line plots the case where it pegs its exchange rate
to the US. The parameters used in this numerical example are ¢ = 0.8, 7 = 0.5, = 0.2, = 0.96,s/0 = 1.5,
and x, = 0.

offset the decline in demand (as we assume above), output will fall. These two shocks, therefore,
induce opposite correlations between output and the exchange rate.

If the economy is subject to these two shocks, it is entirely possible that there is little correlation
between exchange rates and the macroeconomy unconditionally. Our empirical design isolates the
effects of i shocks, excluding the effects of Bj; shocks. As a result, we observe a strong positive
conditional correlation between the exchange rate and output. But the unconditional correlation
can be low because the unconditional correlation mixes the responses from the two shocks.

This analysis offers a starkly different perspective on exchange rate disconnect from, for exam-
ple, Itskhoki and Mukhin (2021a). In that work, exchange rates are driven largely by UIP shocks
which have little effect on output. This implies that exchange rates are disconnected from the
macroeconomy because the conditional responses of output to the shocks that drive the exchange
rate are small. In our work, conditional responses are large, but cancel each other out when one

calculates the unconditional correlation between output and the exchange rate. (As often happens
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with a mix of supply and demand shocks.)

Our model also provides a novel interpretation of the Mussa fact: the dramatic reduction in
exchange rate volatility after the collapse of Bretton Woods was not accompanied by a large change
in macroeconomic volatility (Mussa, 1986; Itskhoki and Mukhin, 2021b). Table 3 illustrates this
fact in our sample. Exchange rates have been much more volatile after 1973 than before and much
more volatile among floaters than peggers in the post-1973 era, but macroeconomic volatility has
not been higher. One interpretation of these facts, put forward by Itskhoki and Mukhin (2021b), is
that exchange rates, driven by UIP shocks, have little effect on the macroeconomy. Our two-shock
model offers a different perspective.

To see this, compare the response for pegs to the response of floats in Figure 12. In response to a
UIP shock (panel A), pegging the exchange rate completely insulates the economy from the shock.
Without exchange rate risk, arbitragers (and the central bank) entirely absorb the UIP shock and
it has no effect on the exchange rate or output. In sharp contrast, in response to a discount factor
shock (panel B), pegging the exchange rate results in a more severe recession than in the floating
case. The reason for this is that the pegging economy cannot ease monetary policy in responses
to the shock. A monetary policy easing would stimulate economic activity through lower interest
rates and a depreciated exchange rate. But this channel is shut down when the exchange rate is
pegged.

Figure 12, thus, illustrates that pegging the exchange rate has two opposing effects on macroe-
conomic volatility. On the one hand, it stabilizes the economy by insulating it from certain finan-
cial (UIP) shocks. On the other hand, it makes the macroeconomy more volatile by constraining
the ability of monetary policy to offset discount factor shocks. In the quantitative model we con-
sider in Appendix D, these two effects roughly offset each other so that moving from a fixed to a
flexible exchange rate regime has little effect on macroeconomic volatility, even though exchange

rate fluctuations have a large causal effect on output and other macroeconomic outcomes.

3.4 Quantification and Robustness

The model we present in this section is deliberately stylized. Our goal is to present the main
forces at play as transparently as possible. The model is, therefore, not well suited to replicate all
aspects of our empirical results quantitatively. In Appendix D, we extend the model to a richer
environment and in Appendices E and F we show that in this case we are able to reproduce both
the conditional and unconditional moments quantitatively. The model in Appendix D features
investment with investment adjustment costs, habit formation in consumption, endogenous port-
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folio choices of households and firms, and a general pricing regime that allow for a combination
of producer currency pricing, local currency pricing, and dominant currency pricing. Importantly,
we discipline the financial openness parameter, s, — a key parameter that governs the size of
foreign credit channel — using the data on cross-country asset holdings. In these Appendices,
we also show that our results are robust to alternative considerations including various pricing

regimes, introducing hand-to-mouth households, and alternative calibration of trade elasticities.

4 Conclusion

We estimate the effects of “regime-induced depreciations” on macroeconomic outcomes. Regime-
induced depreciations cause large booms. However, these booms are associated with a fall in net
exports and (if anything) an increase in interest rates. These facts pose a challenge for traditional
open economy models, which emphasize expenditure switching effects and monetary policy. We
develop a financially driven exchange rate model to explain these facts. In this model, regime-
induced depreciations cause an inflow of foreign credit that results in a boom with net exports
falling and nominal interest rates rising. Despite the large stimulatory effect of exchange rates on
output in our model, a version of the model with both UIP and discount factor shocks is consistent

with unconditional exchange rate disconnect and the Mussa facts.
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Appendix

A  Empirical Appendix

A.1 Details on Exchange Rate Regime Classification

Table A.1 lists of anchor currencies for the country-year observations that we classify as floats. A
large majority of our sample of floats have European currencies as their anchor currencies. Other
anchor currencies include the South African rand (ZAR), Australian dollar (AUD), Indian rupee
(INR), and Singapore dollar (SGD). Ilzetzki, Reinhart, and Rogoff (2019) classify a few countries
as anchoring to a basket of currencies (USD-EUR, USD-AUD) or the SDR.

One may be concerned that countries anchoring to a basket of currencies that include the US
dollar, or to a currency that may be weakly pegged to the US dollar (e.g., ZAR, INR, SGD) should
be classified as pegs to the US dollar rather than floats against the US dollar. Our choice is based on
the empirical observation that the comovement of these currencies with the US dollar is similar to
that of other categories that we classify as floats. Figure A.1 presents results analogous to Figure 2
but with separate categories for (i) observations anchored to ZAR, INR, SGD and (ii) observations
anchored to a basket of USD and EUR or USD and AUD. The figure shows that the currencies of
these two groups of countries behave extremely similar to freely floating countries (category 13)
in terms of comovement with the U.S. dollar.

Additionally, an important point to note in this context is that the choice of how to categorize
these observations affects the strength of the “first stage” in our analysis (the strength of the differ-
ential effect of the change in the USD on the exchange rate of pegs versus floats). Misclassification
of exchange rate regimes will weaken the statistical power of the “first stage” of our analysis but
does bias our results. To be concrete, if our exchange rate regimes contain substantial noise, a
change in the USD will lead to little effect on the relative trade-weighted exchange rate of peggers

versus floaters (classified according to our measure). But Figure 3 shows that this is not the case.
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Table A.1: Anchor Currencies of Floats Sample

Anchor currency Observations

AUD 117
BEF 1
BRL 5

DEM 124
EUR 771
FRF 430
GBP 54
INR 71
ITL 2
PTE 24
RUB 65
SDR 72
SGD 46
TRL 5
usD 36

USD-AUD 68
USD-EUR 107

ZAR 204

n.a. 32

Note: The table lists the anchor currencies of our floats
sample based on Ilzetzki, Reinhart, and Rogoff (2019).
We only include samples with GDP data.
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Figure A.1: Comovement with US Dollar by Category with Extra Categories

Note: This figure plots our estimates of the y;’s from Equation (1) that is analogous to Figure 2 but we include
dummies for two separate categories: pegs to ZAR, INR, or SGD and pegs to USD-EUR or USD-AUD.
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A.2 Additional Figures and Tables

Table A.2: Ilzetzki, Reinhart, and Rogoff’s (2019) Exchange Rate Regime Classification

Fine Coarse
Code Code Description

1 1 No separate legal tender or currency union

2 1 Pre announced peg or currency board

3 1 Pre announced horizontal band that is narrower than or equal to £2%
4 1 De facto Peg

5 2 Pre announced crawling peg;

de facto moving band narrower than or equal to +1%
6 2 Pre announced crawling band that is narrower than or equal to 2%
or de facto horizontal band that is narrower than or equal to £2%

7 2 De facto crawling peg
8 2 De facto crawling band that is narrower than or equal to £2%
9 3 Pre announced crawling band that is wider than or equal to £2%
10 3 De facto crawling band that is narrower than or equal to £5%
11 3 Moving band that is narrower than or equal to =2%
12 3 De facto moving band +5% / Managed floating
13 4 Freely floating
13.1 41 Other anchor and course classification 1 to that anchor
13.2 42 Other anchor and course classification 2 to that anchor
13.3 4.3 Other anchor and course classification 3 to that anchor

Note: The table lists the exchange rate regime classification of Ilzetzki, Reinhart, and Rogoff (2019). The table
excludes two categories: “freely falling” and “dual market with missing parallel market data.” The bottom
three rows are three categories we create in our analysis.
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Table A.3: Data Series and Sources

Variable Source Observations Countries
Nominal effective exchange rate Darvas (2021) 5012 149
Real effective exchange rate Darvas (2021) 4905 149
Exchange rate to USD IFS 4997 150
GDP WDI 4975 158
Consumption WDI 3244 137
Investment WDI 3220 136
Export WDI 3319 142
Import WDI 3319 142
Net Exports Constructed 3319 142
Nominal Interest Rate IFS 2409 98
CPI IFS 4462 153
Ex-post Real Interest Rate Constructed 2139 92
Export Unit Value UNCTAD 3831 158
Import Unit Value UNCTAD 3697 158
Terms of Trade Constructed 3697 158
Manufacturing GDP WDI 3773 146
Service GDP WDI 3899 148
Agriculture GDP WDI 4184 151
Mining, Construction, Energy GDP WDI 3643 144

Note: This table lists the variables and data sources we use. Column 3 presents the number of observations in
our baseline sample. Column 4 presents the number of countries in our baseline sample.

Table A.4: Share of Variation that is Regime Induced

Horizon, h Adjusted R?
Including Dropping
Peg Variables Peg Variables

0 0.38 0.30
1 0.33 0.28
2 0.32 0.29
3 0.35 0.30
4 0.38 0.32
5 0.41 0.35
6 0.43 0.37
7 0.46 0.39
8 0.49 0.40
9 0.52 0.39

Note: The table reports adjusted R? from regression (2) for each horizon h, where the outcome variable is
the log nominal effective exchange rate. The columns “Including Peg Variables” correspond to our baseline
specification where Peg, , and its interaction with Aeys; as well as their lags are included. The columns
“Dropping Peg Variables’ correspond to the one where they are removed from the explanatory variables.
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Figure A.2: Comovement with US Dollar by Category

Note: This figure plots our estimates of the 7,’s from Equation (1). These are estimates of the comovement
of the exchange rate of currencies with different exchange rate regimes as classified by Ilzetzki, Reinhart, and
Rogoff’s (2019) coarse classification. We normalize the -y for category 4 (freely floating and anchored to the
US dollar) to be zero. Categories 4.1 through 4.3 are currencies anchored to other currencies than the US dollar
and classified in coarse categories 1 through 3, respectively, relative to their anchor currency. The vertical lines
denotes the splits between categories we classify as pegs (1 and 2) and floats (4 through 4.3).
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Figure A.3: Pegs and Floats over Time

Note: This figure plots the faction of countries that we classify as pegs and floats over time among observations
where GDP data is available.
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Figure A .4: Exchange Rate Regimes over Time by Region

Note: This figure plots the number of countries that we classify as pegs and floats over time by region. We
only include samples where GDP data is available. The number of countries in Europe is small before 1990
because we exclude the 24 countries that we define the US dollar exchange rate against most of which are in
Europe.
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Nominal Effective Exchange Rate

Real Effective Exchange Rate
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Nominal Exchange Rate to USD

Figure A.5: Response of US Dollar Exchange Rate for Pegs vs. Floats

Note: This figure plots the response of the nominal effective exchange rate, real effective exchange rate, and
country i’s US dollar exchange rate for pegs versus floats in response to a change in the US dollar nominal
effective exchange rate. In all three cases the dependent variable is the change in the logarithm of the vari-
able. These are our estimates of B, in Equation (2) for different horizons & when these three variables are the
outcome variables. These results are for the case with our baseline set of controls. The shaded areas are 95%
confidence intervals.

Exports Unit Value (in USD)

Imports Unit Value (in USD)

Years Years

Figure A.6: Response of Pegs vs. Floats for Export and Import Prices

Note: This figure plots the response of export and import unit values in US dollars for pegs versus floats in
response to a change in the US dollar exchange rate. For both variables, the dependent variable is the change
in the logarithm of the variable. These are our estimates of 8 in Equation (2) for different horizons i1 when
these two variables are the outcome variables. These results are for the case with our baseline set of controls.
The shaded areas are 95% confidence intervals.
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Figure A.7: Response of Interest Rates and Prices for Pegs vs. Floats

Note: This figure plots the response of the short term nominal interest rate, the CPI, and the ex-post real interest
rate for pegs versus floats in response to a change in the US dollar nominal effective exchange rate. For the
CPI, the dependent variable is the change in the logarithm of the CPI. For the nominal and real interest rates,
the dependent variable is the variable in levels (i.e., 0.02 denotes 2%). These are our estimates of ; in Equation
(2) for different horizons i when these three variables are the outcome variables. These results are for the case
with our baseline set of controls. The shaded areas are 95% confidence intervals.
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Figure A.8: Response of Pegs vs. Floats by Trade Openness

Note: This figure plots the response of real exchange rate and GDP for pegs versus floats in response to a
change in the US dollar exchange rate. We estimate these responses separately for the sample of countries
with an average trade openness below median and above median. We measure the average trade openness of
a country as the sum of exports and imports divided by GDP, averaged over our sample period. For the real
exchange rates, the dependent variable is the change in the logarithm of the variable. For GDP, the dependent
variable is the percentage change. These are our estimates of 8, in Equation (2) for different horizons h. These
results are for the case with our baseline set of controls. The shaded areas are 95% confidence intervals.
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Figure A.9: Response of Pegs vs. Floats by Sample Period

Note: This figure plots the response of real exchange rate and GDP for pegs versus floats in response to a
change in the US dollar exchange rate. We estimate these responses separately for the first and the second half
of our sample period. For the real exchange rates, the dependent variable is the change in the logarithm of the
variable. For GDP, the dependent variable is the percentage change. These are our estimates of fj, in Equation
(2) for different horizons h. These results are for the case with our baseline set of controls. The shaded areas
are 95% confidence intervals.
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Figure A.10: Responses with Added US Controls

Note: This figure plots responses for a specification analogous to our baseline specification except that we add
the interaction of contemporaneous US GDP growth, US inflation, and the US T-bill rate with the peg indicator

variable as controls (red diamonds). We also plot the baseline responses for comparison (blue circles). The
shaded areas and broken lines are 95% confidence intervals.
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Figure A.11: Responses with Added Commodity Price Controls

Note: This figure plots responses for a specification analogous to our baseline specification except that we add
the following control: log changes in commodity price index interacted with the peg indicator variable (red

diamonds). We also plot the baseline responses for comparison (blue circles). The shaded areas and broken
lines are 95% confidence intervals.
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Change from Baseline: Control for Interaction btwn. Global Financial Cycle.
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Figure A.12: Responses with Added Global Financial Cycles Controls

Note: This figure plots responses for a specification analogous to our baseline specification except that we add
the following control: changes in Global Financial Cycle measure by Miranda-Agrippino and Rey (2015, 2020)
interacted with the peg indicator variable (red diamonds). We also plot the baseline responses for comparison
(blue circles). The shaded areas and broken lines are 95% confidence intervals.
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Figure A.13: Responses with Time Fixed Effects

Note: This figure plots responses for a specification analogous to our baseline specification except that region-
by-time fixed effects have been replaced by time fixed effects (red diamonds). We also plot the baseline re-
sponses for comparison (blue circles). The shaded areas and broken lines are 95% confidence intervals.
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Figure A.14: Responses with No Controls Other than Fixed Effects

Note: This figure plots responses for a specification analogous to our baseline specification except that no con-
trols are included other than fixed effects (red diamonds). We also plot the baseline responses for comparison

(blue circles). The shaded areas and broken lines are 95% confidence intervals.
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Figure A.15: Responses with Two Lags of Controls

Note: This figure plots responses for a specification analogous to our baseline specification except that two lags
of controls are included (red diamonds). We also plot the baseline responses for comparison (blue circles). The
shaded areas and broken lines are 95% confidence intervals.
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Figure A.16: Responses when Top and Bottom 1% of Observations are Dropped

Note: This figure plots responses for a specification analogous to our baseline specification except that we drop
the top and bottom 1% of observations (red diamonds). We also plot the baseline responses for comparison

(blue circles). The shaded areas and broken lines are 95% confidence intervals.
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Figure A.17: Responses with Coarse Category 3 Included as Floats

Note: This figure plots responses for a specification analogous to our baseline specification except that we in-
clude observations in Ilzetzki, Reinhart, and Rogoff’s coarse category 3 as Floats (red diamonds). We also plot
the baseline responses for comparison (blue circles). The shaded areas and broken lines are 95% confidence

intervals.
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Figure A.18: Responses with Coarse Category 3 Included as Pegs

Note: This figure plots responses for a specification analogous to our baseline specification except that we
include observations in Ilzetzki, Reinhart, and Rogoff’s coarse category 3 as pegs (red diamonds). We also plot
the baseline responses for comparison (blue circles). The shaded areas and broken lines are 95% confidence

intervals.

61



% of initial GDP

% of initial GDP

Nominal Effective Exchange Rate

Change from Baseline: GDP weighted U.S. Dollar Exchange Rate

Real Effective Exchange Rate

% of initial GDP

GDP

Years

Consumption

% of initial GDP

Years

Investment

N

% of initial GDP

Years

Net Exports

Years

Nominal Interest Rate

% of initial GDP

Figure A.19: Responses with a GDP-Weighted US Dollar Exchange Rate

Note: This figure plots responses for a specification analogous to our baseline specification except that the US
dollar exchange rate is constructed using GDP weights rather than trade weights (red diamonds). We also plot
the baseline responses for comparison (blue circles). The shaded areas and broken lines are 95% confidence

intervals.
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Figure A.20: Responses Including 24 “Advanced” Countries

Note: This figure plots responses for a specification analogous to our baseline specification except that we
include the 24 countries that the BIS US trade-weighted exchange rate is defined relative to (red diamonds).

We also plot the baseline responses for comparison (blue circles). The shaded areas and broken lines are 95%
confidence intervals.
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Figure A.21: Responses with Capital Account Openness Controls

Note: This figure plots responses for a specification analogous to our baseline specification except that we add
the following control: an indicator function that takes one if the capital account openness is above the median
and its interaction with log changes in the US dollar effective exchange rate. The capital account openness is
measure by Chinn and Ito (2008). We replace the missing values of capital account openness with the country’s

average over the sample period. We also plot the baseline responses for comparison (blue circles). The shaded
areas and broken lines are 95% confidence intervals.
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Figure A.22: Responses with Same Sample for All Variables

Note: This figure plots responses for a specification analogous to our baseline specification except that we
estimate it on the largest sample where we have all nine variables (red diamonds). We also plot the baseline
responses for comparison (blue circles). The shaded areas and broken lines are 95% confidence intervals.
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Figure A.23: Responses of Tourist Inflows and Outflows

Note: This figure plots the response of tourist inflows and outflows for pegs versus floats in response to a
change in the US dollar exchange rate. The dependent variables are the change in the logarithm of the variable.
These are our estimates of f, in Equation (2) for different horizons /. These results are for the case with our
baseline set of controls. The shaded areas are 95% confidence intervals. We obtain data for tourists flow from

World Bank’s World Tourism Organization, Yearbook of Tourism Statistics, Compendium of Tourism Statistics
and data files.
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Figure A.24: Responses of Government Expenditure

Note: This figure plots the response of government purchases for pegs versus floats in response to a regime-
driven change in the US dollar exchange rate. The dependent variable is (G; ;1 — Gj—1)/Yi¢—1, where Y
denotes GDP and G denotes government purchases, both of which are expressed in constant 2015 US Dollars.
The data is from World Bank World World Development Indicators. These are our estimates of f;, in Equation
(2) for different horizons h when the variable described above is the outcome variables. These results are for
the case with our baseline set of controls. The shaded areas are 95% confidence intervals.
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Figure A.25: US Dollar Trade-Weighted Exchange Rate and Commodity Price Index

Note: This figure plots the BIS’s trade-weighted exchange rate of the US dollar against 24 countries and the
Bloomberg Commodity Index. Lower values indicate a more appreciated US dollar.
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B Theory Appendix

B.1 Microfoundation for UIP Deviations

We assume there are financial intermediaries that engage in carry trade between the US dollar and
the euro. Denote the end-of-period net positions of these intermediaries between the USD and the
Euro at time t as b/. We assume that the currency demand of intermediaries has a finite elasticity

with respect to the expected return on the carry trade between US dollars and the euro:

EEut+1
Eeur

1
bf = ———a— |(i+i —(1+1 , B.1
t ’Yvar(gEllt> ( Et) ( Ut) ( )
where the elasticity depends on the volatility of the exchange rate, as in Gabaix and Maggiori
(2015) and Itskhoki and Mukhin (2021a).
In addition to the intermediaries, there are noise traders who take an exogenous position (;
long the euro and short the US dollar. The total net demand for US dollar bonds must be zero in

equilibrium:
I Un
b, — / b:.didk =0, B.2
r— G+ cequpty Jo ikt?d] (B.2)

H
where b]-kt

is the net position in currency k bonds of households in economy j at time ¢.
We consider a limit where v — 0 but {; grows at a rate that is inversely proportional «y so that
yVar(Epy )¢ remains constant, as in Itskhoki and Mukhin (2021a). As a result, equation (B.2) can

be rewritten as

. N ! _
(1+4iy) = (i +ig) Eurtl | Py, (B.3)

where ¢y = yVar(Egut) ;- To a first order approximation, this is equivalent to equation (4), where
Py = %lﬁf Since exchange rate volatility is zero for currency pairs that operate a peg, UIP holds
for such pairs.

B.1.1 Modified UIP Condition in Real Term

The UIP condition in nominal terms is

. o
1+iy = (14 ix) 6{:1 exp(lpkj) (B.4)
]
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Summing across k yields
. 1 okt
1+iy = / (1+ lkt)T exp () dk, (B.5)
0 kit

which we can express in real terms as

! Ekjt+1 Prer1 DPit
1+r~:/ 1+7r ! ex )dk. B.6
Jt 0 ( kt) gk]t Pkt Pjt+1 p(’)bk]) ( )
Linearizing yields
1 1

dIn(1 + ry) = /0 dIn(1+ re)dk +dn Qjpsy — dIn Qj + /O ik, (B.7)

Expressed this in relative terms yields

1
Vdin(1+rj) = VdInQjry1 — VdIn Qj + / Vpy;dk. (B.8)
0

B.2 Proofs
B.2.1 Proof of Proposition 1

The budget constraint of the household can be rewritten in real terms as

Wi,
C]'t + aj = (1 + rﬁ)ajt,l + ?;N]t (B9)

pii
& Cutap=(1+raz 1+ Péj{tyﬁ, (B.10)

Py P
where a; = Bj;/Py, (1 +7’}i) = (1 +ijt)P-]t

jt+1 /

and the second line follows from the first using
equations (11) and (12).
The price index is
1-7 1 1-9 4. 1=
Py = |apj, " + (1_0‘)/0 Py di (B.11)

1
-y

1
= {txp}j?” +(1- “)/O (piitgijt)l_ﬂdi} : (B.12)

The real effective exchange rate of country j — defined in equation (14) — can be linearized as
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follows:
1
dInQj = / [dIn & — din Py] di — dIn Py
0
Linearizing equation (B.12) yields
1 . 1 .
dinPy = (1— a)dInpj +a [/0 d1n piiedi + /0 dln&jtdz] .
Using equation (B.13), we can rewrite the above equation as
1
(1—a) [dinpy —dInPy] +a [/0 (dInp;;; —dInPy)di +d1n th] =0,
which we can further rewrite as
« 1 .
dln(p]]t/P]t) = —m |:/() dln(piit/Pit)dl +dIn Q]t:| .

The real portfolio return is

P, P,
1+, =1 —s)A+i)—L— +s(1+i)=2
]t-l,-] ( )( ]) Pjt-‘,—l ( t )Pjt—‘,-]
Pl' Pit+1 gijt—i-l di Pj
P P &jp o P

= (=)t ri) s [ (i)

Pity1 Eijr1 i p;
Py & P’

= (=) At i) 5 [ ()

which we can linearize as

1
dIn(1+ rftﬂ) = (1—s)dIn(1+rj41) + s/0 dIn(1+rip1)di+s [dInQjrq —dIn Qj] .

The linearized goods market clearing condition — equation (13) —is

(1—a) (=7 [dInpj; —dInPy| +dInCy)

1
+ oc/ (= [dInpj — dIn £y — dInPy] +dInCy) di = dIn Y.
0

70

(B.13)

(B.14)

(B.15)

(B.16)

(B.17)

(B.18)

(B.19)

(B.20)

(B.21)



Using equations (B.13) and (B.16), we can rewrite the above expression as

(1—a)dInCj + [17 + mx} dIn Qj

L
1= (B.22)

+H— / dIn(pji;/dIn Py) dz—l—a/ dInCydi = dInYj.

1—

Combining the household’s budget constraint in real terms — equation (B.10) — with the Euler

equation — equation (9) — we obtain the following consumption function:

1/0
_ T <ﬁ S“(Hrﬁ“)) 2 1 Pjjr
o L 2. Yir (B.23)
y H§;&<ﬁs+l(l+rjps+l) four' ) | 9 (1+r ) Pic
T=0 = (1+r}’; 1)

Log-linearizing this expression, the date t consumption response is

1 © o p..
dInCjp = —— Y ( mH [t > m+1]) din(1+7h,,,)+ ) (1-p)p"dIn <1;{’"ij)
m=0 m=0 jm (B 24)
1 T
EZ( m+1 t>m—|—1])dlnﬁpt+1
m=0
where I[-] is an indicator function.
Combining equations (B.16) and (B.24), we can solve for dIn Cj; as
1 (o] 1 (o]
dInCy = _En;o (B! =1l = m+1]) din(L+7),,1) — mgo )B"d In Qj,
= "‘a Y (1-p)p" / 10 (Piine/ P )dli + Z (1—B)p"dInY,, (B.25)
m=0
1 (o]
- Z( — [t > m+1]) dIn B,

Substituting equation (B.22) into equation (B.25), we can solve for Y’ (1 — B)p"dIn Y}, to
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obtain

1 oo

dInCjy; = —— Z ﬁm+1d1n(1+r]m+1 t It >m+1]dIn(1 +r]m+1)
=0 m=0
1 ad © 1 .
+ (A=w) =1 Y (1-p)p"dnQu+ Y- (1= )B" | dInCypdi
- m=0 m=0 0
! i m/ldln / Pin) |
1 IX — ,B 0 pzzm zm
1S
— m t>m—|—1 dlnﬁptﬂ
o mZO(

(B.26)

Further substituting equation (B.20) into the above expression yields

dInCy — —;;fm [(1 —S)dinry+s [ dlnrydi+s [dIn Qg — din Qjm]]
+ ;mioll[t > m+1] [(1 —s)dInTjyiq +5/01d1nrim+1di+5 410 Qi1 _danJ‘m]]
# g (=) =1) T (1= pB"dInQyu+ 1 (1= p)p" [ dIn Gy
b 1>mzo<1 ~ B [ din(pin /B )i
;i ( m+l _ t>m+1])dlnﬁpf+1

m=0

(B.27)
Computing the relative response, we obtain

VdInC; = — B" [(1—s)VdInry1 +5 [VdIn Qjuyr — VdIn Q)] |

SIS
e

0

Y It >m+1] [(1—s)VdIntjmir +5 [VAInQjui1 — VdInQu]]  (B.28)
0

3
I

S

+
m=
1 [o0]
+1— ((1—1x17+17—1 Y (1—B)p"VdInQy.
o m=0
Setting t = 0 gives the expression (18).
Computing the relative response of equation (B.22), we have

VdinY; =(1 —a)VdInC; + [Wlia + 1704] Vdln Qy, (B.29)
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which is equation (19).

Linearizing the expression for exports from equation (16) yields

1
din X = —ndln(pjjt/P-t) +ndInQj +/ dIn C;di (B.30)

— ,71 / dIn(piit/ Py)di + <171 + 17> dIn Qjt —1—/ dIn C;di, (B.31)

where the second line uses equation (B.16). Computing the relative response,

Vdin X; = + (ﬂ& + 17) Vdln Q;, (B.32)

which is equation (20).

Linearizing the expression for exports from equation (16) yields
dinMj = —y /01 dIn(pjit/ Py)di — ydIn Qjt + dIn Cj. (B.33)
Computing the relative response,
VdinM; = —yVdInQ; + VdIn G, (B.34)
which is equation (21).

B.2.2 Proof of Proposition 2
Given equations (22) and (23) and s = 0, the consumption response at t = 0 in equation (18)

becomes

—p
Vdl B.35
pQﬁ n Qo (B.35)

1
VdInCy = 1—% [(1—04)17+17—1]
The net export response then becomes

1
Vdln Xy — Vdln My = 1 [q+q(1—a)]Vd1nQ0—L[a—a)mn—l]1 ﬁﬁ Vdln Qo

(B.36)

1 1-8
1_a1_pQﬁlenQo>O (B.37)
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B.2.3 Proof of Proposition 3

In this case, the consumption response at t = 0 is

Vdln CO

[(1—a)p+n—1] 1=F Vdln Qo +f —PQ VdlInQo, (B.38)

1-a 1—pop ol—ppg

which is positive if and only if

o 1—po 1—ua

s, 17Peo 1 [(1—a);7+;7—1]11__p55. (B.39)

The relative output response is positive, VdInYy > 0, as long as VdInCy > 0. The response of

net exports is

VdIin Xy — VdIn M, = [17—1—17(1—oc)]lenQo—L[(l—zx)iy—l—iy—l] 1-5 VdIn Qo

1-a 1—Bpg
—PQ
0'1—pr VdIn Q.
This is negative if
s _1-=Ppg N ., 1-8
e [—po i-ua n+n(l—a)—((1—a)y+7 1)1—/3pQ (B.40)

C Small Open Economy Model

In this section, we consider a single small open economy. We first show that the relative responses
we characterize in Proposition 1 are the same as the response of a small open economy to a unilat-
eral changes in the path of the real interest rate and the real exchange rate. The setup is identical
to that in Section 3, but we focus on a particular small open economy i = H, and treat the rest of
the world as exogenous. We also use this environment to study unconditional moments such as
exchange rate disconnect and Mussa fact in Section 3.3.

Time is discrete and the horizon is infinite. We denote variables with a star superscript when
they correspond to the world economy as a whole. The variables without a star superscript denote
those of a home country. For simplicity, we assume that all the foreign variables are constant over
time.

There are two goods in the economy, domestically produced goods and goods produced in
foreign countries. Both goods are tradable. We define the nominal exchange rate &; as the price of

home currency j in terms of foreign currency at time ¢. An increase of £; then represents a depre-
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ciation of the home currency against foreign currency. Analogously, we define the real exchange
rate as Q; = &P/ P*, where Py and P* are the price levels of the home and the foreign.

The preferences of domestic households are given by

Z <H.Bs+l> (Ct) — o(Ne)] . (C.41)

Here, ;1 is a discount factor between time s and s + 1, C; is the aggregate consumption basket,
N is labor supply. We assume constant elasticity utility functions, u(C) = % and v(N) = %,
where o > 0and v > 0.

The aggregate consumption basket is given by the following CES basket over home and foreign

goods:

17

-1

-1 —1 |7
C = [(1 — )Y () T +0‘1/W(CF1‘),1’7:| -, (C.42)

where 17 > 0 is the elasticity of substitution, and « € [0, 1] captures the openness of a country. This

implies that the ideal price index of the households is given by

1

P = [(1 - “)thW + “PFt } o ’ (C43)

where pp; is the price of home goods, and pr; is the price of foreign goods. The demand for home

and foreign goods are given

-1
cgr = (1—a) <ppi”> Ci, cp=u <l;it> Cs. (C.44)

Households can trade in both home-currency bonds and foreign-currency bonds. The home
currency bonds give a nominal return of 1 + i;, and the return on foreign currency bonds is (1 +
i )gg L in the units of home currency. We assume household portfolios are sticky, in the sense
that households do not adjust the portfolios infinitely elastically. Here, for theoretical clarity, we
assume an extreme case where households always invest s € [0,1) fraction of their savings into
the foreign bonds and the remaining 1 — s fraction into home bonds. This implies that the real rate

of return that households face is

Q41

T+ =1 —s)(1+r) +s(1+r) === o’

(C.45)
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where 1+ 1 = (14 14) % is the real interest rate of home country and 1 + r* is the foreign real
interest rate. The household’s budget constraint is then

W,
Cr+ar=1+a, 1+ ?tNt, (C.46)
t

where 4; is the total bond holdings. The household’s consumption-saving problem is to choose
{Cy, a:}52, to maximize (C.41) subject to (C.46).
We consider an international financial market with financial frictions. We postulate the follow-

ing modified UIP condition as in Itskhoki and Mukhin (2021a):

14+i = (1+ i*)ggl exp (1), (C.47)

where ¢; is what Itskhoki and Mukhin (2021a) refer to as “UIP shock.”
In Section 3.3, we also consider a case where this small open economy pegs its currency, im-

plying & = £. In this case, the UIP condition implies a fixed nominal interest rate:
1+i =1+i" (C.48)

We assume wages are sticky, following Erceg, Henderson, and Levin (2000). Unions set the
wages subject to Calvo (1983) frictions, which leads to the following New Keynesian wage Phillips

curve, to a first-order approximation.

v'(Nt)
¢l =kpIn| ————————— | + B%,, (C.49)
t w (M/<Ct)}}wwt/Pt> ﬁ t+1
where 1}’ = Wv:ffl —1is wage inflation, x, = W, and v, € [0,1] is the wage stickiness
parameter.

The representative firm at home produces home goods using a linear technology in labor,

Y, = AN,. (C.50)

We assume the prices of home goods are fully flexible, and the representative firm sell in a per-

fectly competitive market. This implies that the price of home goods is equal to the domestic
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wage

par = Wi. (C.51)

The flexible goods price together with sticky wages implies producer currency pricing. Likewise,
the price of foreign goods is set in foreign currency, and the price of home goods sold abroad is set

in home currency:

pre = Epr, P = pEt/ Er (C.52)

Domestic monetary policy sets the path of nominal interest rates, i;. The goods market clearing

condition is

(1-a) <"’Hf> ta (pr)_" C* =Y. (C.53)

C.1 Foreign Credit Channel of Exchange Rate Depreciation

We consider a first-order approximation around a steady state with & = Q; =1, C; = Y; = C* =
1 and a; = 0. We then consider an arbitrary sequence of shocks to domestic monetary policy,
{it}, and to the the UIP wedge {i;}. The following proposition characterizes the macroeconomic

responses to such shocks:

Proposition 4. Consider an arbitrary sequence of shocks to domestic monetary policy, {i;}, and

UIP, {¢;}. The date 0 responses of macroeconomic agregates in the home economy are given by

dlnCo:—1 "dIn(14rpe1) — E [dIn Qi1 —dIn Q]
m=0 m=0
re;l interest rate channel . foreign credit channel ) ( C5 4)
+1— (1—a)p+7n—1) Z )B"dIn Q
real income channel

dInYp = (1 —a)dInCy + {qlf{x—knzx] dIn Qg (C.55)
dIn Xy = <;71le + ;7> d1n Qg (C.56)
dIn My = —dIn Qy + d1n G (C.57)

Note that the macroeconomic response to a given sequence of real interest rates {r;} and real
77



exchange rates {Q;} in Proposition 4 are exactly identical to the relative responses to the relative
changes in real interest rates and real exchange rates that we characterize in Proposition 1. The
proof of Proposition 4 follows the same steps as in the proof of Proposition 1 with the responses

of the foreign variables set to zero.
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D Quantitative Model of Pegs and Floats

To explain our empirical findings from Section 2, we introduce a model in which exchange rates
are driven by financial shocks. We call this a financially driven exchange rate model, or FDX model
for short. The core of the model is a relatively standard open economy New Keynesian model. To
this we add financial frictions in international financial markets and shocks emanating from the
financial sector. Our model builds most directly on Itskhoki and Mukhin (2021a), but indirectly on
a substantial prior literature that has sought to introduce financial frictions and financial shocks
to international macro models (e.g., Kouri, 1976; Gabaix and Maggiori, 2015).

Relative to the model in Itskhoki and Mukhin (2021a), we add two features. First, we allow
households and firms to trade in foreign currency assets. This is important for explaining our
empirical findings from Section 2. Our second important departure from Itskhoki and Mukhin
(2021a) is to allow for a second financial shock that yields a different correlations between the
exchange rate and output. This is important for jointly explaining our empirical findings from
Section 2 and unconditional moments that have been emphasized in the open economy literature:
exchange rate disconnect, the Backus-Smith correlation, and the Mussa facts. For expositional

clarity, we delay introducing the second financial shock until Section F.

D.1 Standard Open Economy New Keynesian Model Features

Consider an economy consisting of a continuum of small open economies, i € [0, 1]. Each of these
economies belongs to one of three regions, i € {U, P, F}, where U is the United States with the US
dollar as its currency, P is a monetary union consisting of a set of countries that peg their currency
to the US dollar, and F is a monetary union consisting of a set of countries with a currency that
floats versus the US dollar. The economies within each of these groups are identical. (This means
that we model the US as a continuum of identical small economies in a monetary union.) We
define the nominal exchange rate £;;; as the price of currency j in terms of currency i at time {. An
increase of &y then represents a depreciation of currency i against currency j. Analogously, we
define the real exchange rate as Qji; = &;itPjt/ Pit, where Py is the price level of the economy 1.
The core features of our model are standard in the open economy New Keynesian literature.
Households consume and supply labor. We assume that they have preferences that feature habit
formation. This helps capture the hump-shaped impulse response of consumption. Household
preferences over goods produced in the economy take a standard nested CES form with home bias.

Labor unions set wages as in Erceg, Henderson, and Levin (2000). Firms produce goods using
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labor, capital, and intermediate inputs. They invest in capital subject to investment adjustment
costs as in Christiano, Eichenbaum, and Evans (2005). Firms set prices as in Calvo (1983). We
allow for prices to be set in any currency, i.e., we allow for any combination of producer currency
pricing, local currency pricing, and dollar currency pricing. We relegate the detailed description of
these standard parts of the model to Appendix G.1. When solving the model, we take a log-linear
approximation around a symmetric deterministic steady state. We characterize the steady state in

Appendix G.3.

D.2 Household and Firm Portfolio Choice

Households in each region invest in domestic equity and foreign currency bonds. Firms fund
themselves by issuing domestic equity and foreign currency bonds. Since we abstract from do-
mestic currency financial frictions, domestic equity and domestic bonds are identical assets from
the households’” perspective. We refer to these assets as domestic equity for brevity’s sake. Like-
wise, the fact that we refer to foreign currency assets traded by households and firms as “bonds”
is for brevity. These are meant to include foreign direct investment, portfolio investments in for-
eign equity, investment in foreign real estate, and other foreign investments, in addition to foreign
borrowing and lending.

We denote the real return on domestic equity in country i between time t and t 41 by ;1. We
denote the real return that households in country i earn when they invest in bonds from country
j # i by rijy1. The gross real return on foreign currency bonds is then given by the foreign
currency real return adjusted for the change in the real exchange rate:

Qjit+1

. D.
Qjit (D-58)

(T +rijes1) = (1 +7je41)

All agents in the model that are able to trade assets internationally — including households and
firms — face financial frictions that limit their ability to arbitrage away expected return differentials
across currencies. In other words, no agent in the model is “deep pocketed” in the sense of being
able to fully arbitrage away uncertain expected return differentials. This implies that uncovered
interest parity (UIP) will not hold in the model and the expected return from investing domesti-
cally and abroad will not be equal (E;(1 +7¢41) # E¢(1+7ijt41)). The response of households and
tirms to these expected return differentials yields capital flows that are crucial to the workings of

the model.
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Households Households choose each period how large a fraction of their portfolio of assets to
invest in domestic equity and foreign currency bonds. Since we solve the model only up to a
tirst-order approximation around its deterministic steady state, the steady-state portfolio shares
of households are indeterminate. We treat the steady state portfolio shares as primitives and
calibrate them based on their counterparts in the real-world data. When shocks hit the world
economy, the households adjust these portfolio shares with the objective of maximizing returns.
However, the households incur adjustment costs when they deviate from the steady state portfolio
shares. These adjustment costs limit the adjustment of the households’ portfolio shares and, thus,
limit the ability of households to arbitrage away expected return differentials.

Formally, the households seek to maximize:

1 1
max IEtKl— /O sf’jtdj> (1+rit+1)+/0 (sﬁ;t(1+rijt+1)—q>§;(sgt)) dj] (D.59)

{S?ﬂ}je[o,l]

where s?jt is the share of their portfolio that households in country i invest in bonds in country

j at time ¢ per unit measure of that country’s size. Letting dj denote the measure of country j’s

h

size, s;,dj corresponds to the portfolio share that households in country i invests in country j. The

remaining share 1 — fol si?jtd j is held in domestic equity.?” The households’ portfolio adjustment

h
if

lio shares. The adjustment costs are incurred in terms of final consumption goods. An underlying

costs per unit of asset take the form & (s;j;) = % (SZ‘t —5;j)%, where 5;; denotes steady state portfo-
assumption here is that adjustment costs scale with household assets. With this, the portfolio

problem is separable from the rest of the household problem. We denote the maximized value of

h
it+1°

the return on the household’s portfolio as 1 + % ;.26 This is the return the household uses when
making its consumption-savings decision.
Solving the household’s portfolio choice problem yields the following optimality condition:
S_ s
SZ’t =35 = 1-% [E(1+rij+1) — Be(1+7i41)] - (D.60)
Intuitively, this condition indicates that household “chase returns”, i.e., when the expected return
on foreign currency bonds is high relative to domestic equity they shift their portfolio towards for-

eign currency bonds. However, the degree to which they do this is limited by the adjustment cost.

25We solve this portfolio problem assuming perfect foresight. Since we solve the model only up to a first-order ap-
proximation, the solution to the perfect foresight problem coincides with the first order approximation of the stochastic
equilibrium (Boppart, Krusell, and Mitman, 2018).

26These adjustment costs are incurred in terms of the deviation from the steady state portfolio, rather than from
the previous period’s portfolio. We make this choice for tractability. This allows us to avoid keeping track of the
distribution of portfolios.
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In particular, the parameter I governs the (inverse) elasticity of household demand for foreign
currency bonds in response to changes in the returns on these bonds. In traditional open economy
models without financial frictions, T" = 0. In this case, even an arbitrarily small expected return
differential between home and foreign assets generates arbitrarily large financial flows, arbitrag-
ing away any effect of financial shocks on the exchange rate. In contrast, the FDX model limits the

size of these financial flows, allowing financial shocks to generate expected return differentials.

Firms Production firms finance their operations with a mix of domestic equity and foreign cur-
rency debt. They face an analogous portfolio problem to households. For analytical simplicity,
we assume that the steady state foreign currency debt share of production firms is equal to the
steady state foreign currency asset share of households. This implies that the net foreign currency
position for each country is zero in the steady state. Lane and Shambaugh (2010) and Bénétrix,
Lane, and Shambaugh (2015) document that it is common for countries to have large gross foreign
currency asset and liability positions but small net foreign currency asset positions. For simplicity,
we set steady state net foreign currency asset positions to zero.”’

Production firms choose their portfolio of liabilities to minimize the total financing costs net of

adjustment costs

1
min [, [(1— / s{;tdj> (14 7ie1) + /O {(1+rijt+1)s§;t+q>;;(s;;t)}dj] (D.61)

{Sifjt}je[o,l]

where S?}t denotes the share of firm value financed via debt in currency j at time ¢ per unit mea-

sure of that country’s size. Similarly to households, sifjtd j corresponds to the share of firm value

f

in country i financed via debt in currency j. The remaining share 1 — fol si].tdj is financed with

domestic equity. The adjustment cost they incur when they adjust their portfolio of funding away

f)_l"f(f

from its steady state takes the form ®; ].(s i) = 25, (i — 5ij)%, where §;; is the steady state share

of firm’s value financed via debt in currency j. We denote the firms” minimized financing cost as
(1+ r{; +1)- This is the return firms use when they make investment decisions. Intuitively, produc-
tion firms discount future earnings with a rate of return that reflects the rates of returns on the mix

of financial instruments that they finance themselves with net of adjustment costs.

?7Christiano, Dalgic, and Nurbekyan (2021) present a model where such foreign currency positions arise endoge-
nously as an efficient risk-sharing between households and firms.
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Solving the portfolio problem of the production firms yields the optimality condition

§.‘
St =5 = o [Ee(1+ rijesn) = Bi(1 4 7i41)] (D.62)

Intuitively, firms shift their mix of funding away from foreign bonds when the expected return
on foreign bonds from their perspective is high. As with households, the production firms are
limited in their ability to switch away from expensive funding sources by the adjustment costs. In
particular, the parameter I'/ governs the (inverse) elasticity of firm demand for foreign currency
bonds as a funding source with respect to the expected return on these bonds. See Appendix G.2.1

for a more detailed discussion of the financing decisions of production firms.

D.3 International Financial Market

In addition to households and firms, there are two other types of agents who trade assets interna-
tionally: noise traders and international bond arbitrageurs. Fluctuations in asset demand by noise
traders are one source of exchange rate volatility and expected return differentials across coun-
tries. The international bond arbitrageurs trade against the noise traders, as do the households

and firms. We next describe the behavior of the noise traders and international bond arbitrageurs.

Noise Traders and UIP Shocks Noise traders sell US bonds and use the proceeds to purchase
bonds from countries j ¢ U, and vice versa. There is a unit measure of such noise traders.?8 Their

position in country j bonds is ¥;;, where ¥;; follows an AR(1) process:
i = 'y 1+, forj & U (D.63)

We refer to the shock to this equation {e;l;} as the “UIP shock” following Itskhoki and Mukhin
(2021a). A positive shock to ¢;; implies that the demand for country j € F bonds increases relative

to the demand for US bonds, resulting in a depreciation of the USD against currency j € F.

International Bond Arbitrageurs International bond arbitrageurs engage in the currency carry

trade by taking a long position of B{,]-t dollars in the bonds of floater country j and a short position

I

of equal value in US bonds. Here B; j denotes a carry trade position in which the bond arbitrageurs

borrow in currency i and invest in currency j. The unit in which this position is expressed is

28We normalize the measure to one without loss of generality since it is not distinguishable from the size of each
trader’s position.
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currency i. For each currency j, we assume that there is a measure one of international bond
arbitrageurs specializing in the carry trade between that currency and US dollars. The nominal
return on the carry trade position B{ljt is Ruth =(1+ ijt)% — (1 + iyt) per dollar invested,
where ij; is the nominal interest rate in country j at time ¢. The international bond arbitrageurs
choose their portfolio to maximize the following CARA utility function over the real return on

their portfolio expressed in US dollars:
1 ~ 1
max —E;—exp | —v |Ruy;j BI-]>
o t,y P < Y [ UJt+lPUt+l ujt

In Appendix G.2.2 we show that the solution to this problem implies that the demand of inter-

national bond arbitrageurs for bonds from currency j € F is
I 1 . .
Bth = ﬁ [11’1(1 + l]'t) - ln(l + 1ut) + E;Aln gjllt—i—l]

up to a first-order approximation, where I' = yvar(AIn &), and var(AIn £y;) is the steady state

variance of the change in the logarithm of the nominal exchange rate.

Deviations from Uncovered Interest Parity Adding up the demand for bonds from currency
j € F from international bond arbitrageurs, noise traders, households, and firms and setting this
equal to the supply of such bonds (which is zero) yields the following equilibrium condition to a

first order approximation around a symmetric steady state:

Eju i
Eiut

(T +ius) = Ee(1+ij) exp(Q({NFAk tk, Yjt))- (D.64)

In this equation, the deviation from uncovered interest parity (UIP) is given by
Q({NFAw}, pjt) =T [(1 — [ 5;di) NFAj; + [ 5;iNFAudi + 9j], (D.65)

where NFAj; is the net foreign asset position of country j. The size of this term is determined by
the size of noise trader demand 1;; and the parameters governing the strength of financial frictions
for households, firms, and international bond arbitrageurs through the composite parameter I' =
1/ (%B + [;7 + rif] % fie{P,u}(gﬁ + §ij)di>, where 7 is steady state asset holdings (i.e., the capital
stock). We derive this condition in Appendix G.2.3.

Equation (D.64) shows that the financial frictions in our model imply that uncovered interest
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parity (UIP) does not hold for floater countries. The expression for Q({NFA}i, ¢;) lists the
“sources” of UIP deviations. The last term represents demand from noise traders. The first two
terms reflect the fact that the portfolio shares of households and firms are anchored at certain
steady state values (i.e., it is costly for these agents to adjust their portfolio shares). This implies
that when households and firms in a particular country build up foreign assets, this increases the
demand for assets in the countries that their steady state portfolio of assets is biased towards. This
will bid up the price of assets in these countries, and thereby reduce the expected returns on these
assets.

In the wake of a noise trader shock, that drives down the expected return on domestic bonds
relative to foreign bonds, international bond arbitrageurs, households, and firms sell domestic
bonds and buy foreign bonds to take advantage of the expected return differential. If the combined
response of these agents was strong enough, they would eliminate the return differential and UIP
would hold. In our model, however, this profit-driven demand response is limited by financial
frictions and the UIP deviation is not eliminated. The parameter, 1/, measures the aggregate
strength of profit-driven trading in the international bond market. If I' is small, international
financial frictions are small and UIP deviations are small.?’

In contrast to floaters, uncovered interest parity holds for peggers versus the US:

(C/’.
(1+iur) = Be(1+ i) {5“;1 forj e P (D.66)
]

The reason is that there is no exchange rate risk between peggers and the US. Thus, even risk-
averse arbitrageurs are willing to perfectly arbitrage any return differentials between bonds of
peggers and the US.

D.4 Monetary Regimes

The central banks in region F adjust nominal interest rates according to the following monetary
policy rule:

In(1+iy) =InR+p"In(1 +ij-1) + (1 — p" )Py +€j; forjeF, (D.67)

where R = 1/ is the steady state gross interest rate, p™ € [0,1) governs the degree of inertia in

monetary policy, ¢ is the Taylor coefficient, and €j; is a monetary policy shock. The central bank

29Regarding UIP deviations, Itskhoki and Muhkin’s (2021a) model is a special case of our model with 5;; = 0 for all
j.
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in the US follows analogous monetary policy rule:
In(1+iy) =InR+p" In(1 +idye—1) + (1 — p"™)prrrur + €y (D.68)

where Ty = ﬁ f] cy "tjtd] is the average inflation rate in the US.

Central banks in region P fix the nominal exchange rate of their currency to the US dollar:

g]‘w = Sju fOI‘j e P. (D.69)

Together with equation (D.66), this implies that interest rates in region P track the nominal interest
rate in the US, ij; = iy; for j € P.
We define the equilibrium of our model in Appendix G.1.3 and discuss our solution method

in Appendix G.1.4.

D.5 Calibration

We assign standard values to most parameters of our model. We relegate a detailed discussion of
these choices to Appendix G.4 and focus here on a few key parameters. We calibrate our model
so that each period is a year, as in our empirical analysis. Our benchmark parametrization is
to assume prices are sticky in local currency. We set the trade elasticity to 7 = 1.5, a relatively
standard value in the international macroeconomics literature. We choose the openness parameter
to match the average imports-to-GDP ratio in our sample of 40%. We set the size of the three
countries in our model to approximate the GDP share of the US, countries that peg to the US, and
countries that float versus the US in the data, averaged over our sample period. This results in
|U| =0.3,|F| =05,|P| =0.2.

In Section E, we assume that the primary driver of the US dollar exchange rate is a US
UIP shock as argued by Itskhoki and Mukhin (2021a) and Eichenbaum, Johannsen, and Rebelo
(2020).3° We show in Section E.2 that monetary and productivity shocks yield counterfactual im-
plications about the effects of regime-driven depreciations. In Section F, we show that a different
financial shock — which we call a “capital flight shock” — can also match the effects of regime-
driven depreciations, and that a two-shock model fits important unconditional moments of the
data better. For simplicity, we assume that all shocks in the model have the same persistence and

set this persistence parameter to p = 0.89. This is the same shock persistence as is assumed in

30Formally, we consider a shock to e}lz for all j € F, which increases noise trader demand for floater country bonds
relative to US bonds (¢;; = ¢ > 0 for all j € F). We refer to this as a US UIP shock.
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Itskhoki and Mukhin (2021a) (0.97 at a quarterly frequency).

We set the steady state net foreign asset position of each country to zero. We assume that the
steady state gross foreign currency portfolio share is the same in all countries and denote this by
5. The remaining portfolio share, 1 — 3, is held in domestic equity in steady state. This assumption

implies that the steady state bilateral portfolio shares per unit measure of country j’s size are

—= — forie F,je{U,P S forie{P,U},jeF
5= { TOHTPI je{u,ry 5 — | {P,U},j - D7)

IF
0 fori,je F,j#1i. 0 forije{P,U},j#1i

The portfolio share that country i invests or borrows in currency j is given by 5;;dj. This ensures
that the steady state total foreign currency share is equal to |, 01 3jdj = §in all countries. We set 5 =
0.24 to match the average value of gross foreign currency assets in our sample. We first compute
total assets held by a country as the sum of domestic stock market capitalization and foreign
assets, where we obtain the stock market capitalization from the World Bank World Federation
of Exchanges database and foreign assets from Bénétrix, Lane, and Shambaugh (2015). Then we
compute the fraction of assets held in foreign currency that a country floats against, 5, by dividing
the foreign currency assets by the total assets. Specifically, for a country pegging to USD, we
compute the fraction of non-USD currency assets. For a country floating against USD, we compute
the fraction of USD currency assets.>!

UIP deviations resulting from movements in net foreign asset positions are governed by I' in
our model. We set I' to a small value (I' = 0.001) following Itskhoki and Mukhin (2021a). This
implies that UIP deviations resulting from movements in net foreign asset positions are small in
our model. Even with a small I', UIP shocks can have large effects if their variance is sufficiently
large.

We choose the slopes of the price and wage Phillips curves, k, and «, (or equivalently, the
rigidity of prices and the wages), and the habit parameter, &, to best fit our empirical impulse
responses. This yields small values for x, and x, (i.e., quite flat price and wage Phillips curves),
indicating that a substantial amount of price and wage rigidity is needed to match our evidence.
It yields a relatively large value for h, indicating that a substantial amount of habit formation is
need to match the hump-shaped nature of our impulse responses for consumption and output.

See Appendix G.4 for the formal description of the procedure.

31Using household-level micro data, Drenik, Pereira, and Perez (2018) document that 70% of household assets in
Uruguay are denominated in foreign currencies.
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E Regime-Driven Depreciations: Model vs. Data

In Section 2 we demonstrate that regime-driven exchange rate depreciations lead to macroeco-
nomic booms. We also highlight a number of features of these booms that make them difficult to
match using standard models: net exports fall implying that the booms are not export led, and
nominal interest rates do not seem to fall (if anything they rise) implying that the booms do not
arise from easy monetary policy. Here we show that our FDX model can match these impulse

responses.

E.1 Impulse Responses

Figures E.1 and E.2 plot the impulse responses of key variables to a regime-induced depreciation
in the data and in the model. For the model, we plot responses of peggers relative to floaters after
a US UIP shock that leads the US dollar to depreciate.>?> We see that the model matches the main
features of the responses in the data. The model generates a large boom in output, consumption,
and investment in response to the regime-induced depreciation. The response is hump-shaped
and very persistent, as in the data.

The boom does not arise from loose monetary policy in the pegging countries. Interest rates in
the pegger countries actually rise somewhat relative to interest rates in the floater countries in the
model as in the data. This reflects the fact that the boom is inflationary in the pegger countries,
which leads monetary policy to tighten. Net exports fall in the model as in the data. This contrasts
with traditional open economy models in which a regime-induced depreciation leads net exports
to rise due to expenditure switching in goods markets. In our model, the expenditure switching
channel is operational, but it is dominated by a foreign credit channel pushing in the opposite
direction.

International capital flows are the key channel through which a regime-induced exchange rate
depreciation stimulates the economies of peggers in our model. A depreciation of the peggers’ cur-
rency driven by a US UIP shock makes it cheap for households and firms in the pegging countries
to borrow in foreign currency. It also increases the expected returns of foreigners from investing
in the pegging countries. Households and firms in both the pegging countries and elsewhere thus
have an incentive to bring money into the pegging countries. This stimulates consumption and

investment (and thus imports).

32This corresponds to the coefficient on the peg interacted with the US exchange rate that we emphasize in Section
2 (up to sampling error). When computing impulse response functions, we set the size of the initial US UIP shock, eﬂo,
to match the initial response of the relative nominal exchange rates of peggers and floaters.
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Figure E.1: Model Fit: Main Variables

Note: This figure plots the response of peggers relative to floaters to a US UIP shock in the model and in the
data. The dashed lines represent the 95% confidence interval in the data.

To see why a US UIP shock makes foreign borrowing cheap in pegger countries, it is useful to
consider the response of the rate firms in pegging countries can finance themselves with to such a
shock. To a first order, this can be written as

din(1+7l,,,) = dIn(1+ rie1) — SAQ{NFAw b, Pre), (E.71)

which we obtain as a first-order approximation of equation (D.61) after substituting in equations
(D.58), (D.64), and (D.70). The same equation can be derived for dIn(1 + rlht) The change in
the cost of borrowing in domestic currency is dIn(1 + r;+1). For peggers, this turns out to be
positive in equilibrium because inflation increases and monetary policy responds to the higher
inflation. The change in the cost of borrowing in foreign currency, however, differs from d1In(1 +
rity1) by dO({NFAy }t, ¥r) (the change in the UIP deviation): dIn(1 +ry) = dIn(1 + ;) —
AQ({NFAg }r, Prt). After a depreciation caused by a US UIP shock (higher r; and hence higher
dQ)), this UIP deviation is negative for peggers, which means that for them the cost of borrowing
abroad falls. Figure 6 plots the impulse response of the ex-post UIP deviation for peggers in the
model and compares it to the data. In the data there is a substantial ex-post UIP deviation after
regime-induced changes in the exchange rate. Our model generates a similar but smaller UIP

deviation.
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Figure E.2: Model Fit: Additional Variables

Note: This figure plots the response of peggers relative to floaters to a US UIP shock in the model and in the
data. The dashed lines represent the 95% confidence interval in the data.

Intuitively, the domestic currency of peggers is cheap due to a shift in noise trader demand
away from US dollar assets. In real terms, the domestic currency is expected to appreciate more
than UIP implies. Conversely, the currency of floaters is expected to depreciate in real terms
more than UIP implies. This means that borrowing abroad is cheap for households and firms
in the pegger countries. As long as households and firms finance themselves partly in foreign
currency (i.e., § > 0), they will respond to this shift by borrowing from abroad (relative to their
prior positions). Likewise, foreign agents will perceive a high expected return from investing in
the pegging countries and will shift their portfolios accordingly. This capital inflow will finance
increased consumption and investment in pegger countries and result in these economies running
a trade deficit (i.e., net exports will fall).?

Figure E.3 demonstrates the importance of the foreign currency portfolio share 5 in our model,
by comparing the impulse responses in our baseline case of 5§ > 0 with a case of 5 = 0 (no for-
eign currency investing by households and firms). The boom in output is an order of magnitude
smaller with § = 0 than it is in our baseline case (bottom-left panel). The reason for this is that

households and firms do not experience a decline in borrowing costs associated with the regime-

33In thinking about equation (E.71), it is important to keep in mind that we assume that firms (and households) face
adjustment costs to their portfolio shares (not their positions). Since their portfolio shares are set optimally in the steady
state, the change in their cost of funds that results from the change in their portfolio share after the shock is a second
order term.
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Figure E.3: Comparison with a Model without Foreign Credit Channel

Note: The figure plots the response of peggers relative to floaters to a US UIP shock for the baseline model
and version of the model with 5 = 0. For the model with 5 = 0, we plot results for two cases: 1) a case with
{xp,%w, h} unchanged, 2) a case where {x}, %y, I} is re-estimated. Household and firm financial discounts

f

refer to r?t and r;,.

induced depreciation when 5 = 0 (top-right panel).>* The small boom that remains in the § = 0
case is driven by an increase in net exports that occurs for standard expenditure switching reasons
(bottom-right panel).>®

The foreign credit channel (5 > 0) is what distinguishes our analysis from the analysis in
Itskhoki and Mukhin (2021a). In Itskhoki and Mukhin (2021a), households and firms do not have
access to foreign currency borrowing (or investing). Their model is thus similar to our model
when we set 5 = 0. In this case, the exchange rate is largely disconnected from real outcomes
in response to UIP shocks. This is much less true when 5 > 0. Empirically, large gross foreign

currency positions are a prominent feature of the data, suggesting that the 5 > 0 case is more

realistic.

34Borrowing costs actually increase slightly due to tighter domestic monetary policy when § = 0.
35We keep T unchanged when we set 5 = 0. This can be thought of as a slight recalibration of the other components
of I.
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E.2 Robustness and Extensions

Shocks Driving US Dollar We have so far assumed in this section that US UIP shocks drive
movements in the US exchange rate. Table E.1 considers other potential drivers of US dollar ex-
change rate fluctuations. In particular, Table E.1 considers US productivity shocks and US mone-
tary policy shocks in addition to our baseline results with US UIP shocks. In the data, the response
of interest rates to a regime-induced depreciation is small. Our model matches this when US dol-
lar exchange rate movements are driven by US UIP shocks.* This is also consistent with the fact
that US dollar depreciations are only mildly correlated with US interest rates.?’”

In sharp contrast, when US dollar exchange rate movements are driven by either US monetary
or productivity shocks the nominal interest rate in pegging countries falls substantially relative to
the nominal interest rate in floating countries when the US dollar depreciates. In the monetary
shock case, this arises because interest rates in the pegging countries must track US interest rates
to maintain the peg. They thus fall relative to interest rates in floating countries. In the produc-
tivity shock case, the direct effect of the shock on peggers and floaters is identical and is therefore
differenced out when we consider relative responses. The asymmetric effect arises from the US
monetary policy response to the productivity shock. Interest rates in the pegging countries will
track the US interest rate response to the productivity shock, while interest rates in the floating
country will not. This same logic applies to many other potential sources of variation in the US
dollar exchange rate.

An important point to emphasize is that, conditional on matching the joint behavior of nominal
interest rate and nominal exchange rate, the choice of which shock drives the US dollar exchange
rate is not important. The reason for this is that the peggers and floaters are identical except for
their monetary regime. This means that the differential effect of regime-induced exchange rate
changes must come through a combination of the exchange rate and the nominal interest rate (i.e.,
monetary policy). As a consequence, any combination of shocks will induce the same impulse
responses for peggers versus floaters as long as they match the path of the relative response of
the nominal exchange rate and the nominal interest rate that we have estimated. This implies
that our conclusions should carry over to richer models where UIP deviations are endogenous to

economic fundamentals, for example, due to currency risk premia (Hassan and Zhang, 2021, and

36]iang, Richmond, and Zhang (2022) argue movements in asset demand, which UIP shocks are meant to capture,
explain a large fraction of USD exchange rates behavior over the period of 2011-2019.

37The correlation between changes in the nominal interest rate and the changes in log USD effective exchange rate is
0.12. On average the US dollar appreciates when interest rates fall: the opposite direction from what you might expect
if uncovered interest rate parity were driving exchange rates.
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Table E.1: Alternative Shocks Driving USD

Impact Response 5Y Average Response
e i e i
Data 0.74 0.07 0.70 0.03
Model
US UIP Shock 0.74 0.01 0.59 0.01
US Monetary Policy Shock 0.74 -0.41 0.26 -0.14
US Technology Shock 0.74 -0.72 -0.97 -0.87

Note: This table shows the impulse response of the log of the nominal effective exchange rate (¢) and the
nominal interest rate (i) of peggers relative to floaters. Impact response indicates the response at i = 0, while
the 5Y average response is the average of the response at horizons I = 0 through & = 4. The top row of the
table shows our empirical estimates for these responses. The remaining rows show the simulated impulse
response in our model in response to the shock listed to the left in that row. We choose the size of each shock
such that the impact response of the nominal effective exchange rate matches the impact response in the data.

the references therein), term premia (Gourinchas, Ray, and Vayanos, 2022), or liquidity premium

(Bianchi, Bigio, and Engel, 2021; Devereux, Engel, and Wu, 2022).

Alternative Models without a Foreign Credit Channel Table E.2 presents results for a wide
range of calibrations without a foreign credit channel (i.e., with 5 = 0). Here we focus on the
response of output and net exports. We see from this table that none of these models is able
to fit our impulse responses (even qualitatively). We consider a model with producer currency
pricing, a model with dominant currency pricing, a model with a low trade elasticity, and a model
with hand-to-mouth households. None of these models absent a foreign credit channel can jointly
explain a large positive GDP response and a fall in net exports in response to regime-induced
depreciation. Without an off-setting foreign credit channel, expenditure switching in the goods

market yields positive comovement between output and net exports in all of these models.

Price and Wage Rigidity In addition to a foreign credit channel, our model needs strong Keyne-
sian features to fit the data. We estimate fairly flat slopes of both the price and the wage Phillips
curves, reflecting a combination of nominal rigidity and unmodeled strategic complementarity
in price setting. We show in Appendix G.5 that without a large degree of nominal rigidity, our
model is not able to generate the magnitude of the booms we observe in the data, because of a

38

large endogenous real interest rate response.”® Habit formation in consumption plays the con-

ventional role of explaining the delays we observe in the consumption response to regime-driven

3BTtskhoki and Mukhin (2021a) argue that price rigidity is not important to fit a certain set of unconditional moments
of exchange rate and real variables. We are trying to fit a wider range of facts — particularly the effects we estimate of
regime-driven depreciations.

93



Table E.2: Models without Foreign Credit Channel

Fixed Parameters Re-estimated
5Y Average Response of: GDP NX GDP NX
Data 0.22 -0.16 022 -0.16
Baseline Model 0.26 -0.13 0.26 -0.13
Models with§ =0

(a) Benchmark 0.06 0.02 0.04 0.02
(b) PCP 0.33 0.68 0.35 0.58
(c) DCP 0.19 0.31 021 0.28
(d) Low 0.05 0.00 0.05  0.00
(e) Hand-to-Mouth 0.07 0.01 0.07 0.01

Note: The table shows the response of the log GDP and the ratio of net exports to GDP averaged over horizons
h = 0 through I = 4. The response is for peggers relative to floaters to a US UIP shock. Columns “Fixed
Parameters” use the parameter estimates in the Panel B of table G.1. Columns “Re-estimated” re-estimate ©.
Row “Benchmark” uses our baseline parameter values from table G.1. Appendix G.6 describes the “PCP”
and “DCP” calibration. “Low 1" sets # = 1.0 instead of # = 1.5. Appendix G.8 describes the model with
hand-to-mouth agents.

depreciations.®

Alternative Pricing Regimes In our baseline calibration, we assume that firms price in local
currency (LCP). In Appendix G.6, we present results under producer currency pricing (PCP) and
dominant currency pricing (DCP). In these alternative cases, the fit of the model to the data for
net exports and the terms of trade deteriorates substantially. In both of these alternative cases, net
exports increase. This is because the expenditure switching force is stronger under these pricing
regimes. Moreover, the model with DCP predicts almost no response in the terms of trade, while
the model with PCP predicts a substantial deterioration in the terms of trade.*? In the data, the

terms of trade actually improve somewhat.

Non-Tradables and Tradables Recall that Figure 7 shows that most of the increase in GDP comes
from the service sector, which is largely non-tradable, as opposed to the manufacturing or agricul-
tural sectors, which are tradable. In Appendix G.7, we extend our baseline model to a two sector
model featuring tradable and non-tradable sectors. We find that, consistent with our results, the
increase in GDP is almost entirely driven by the non-tradable sector. The response of GDP in the

tradable sector is small. The intuition for this is simply that a domestic boom drives an increase in

3There are various other potential microfoundations for such delayed responses, including household’s inattention
to movements in financial markets or doubts about attention and responsiveness of others, as formalized by Angeletos
and Huo (2021).

40As shown by Auclert et al. (2021b), the model with DCP is isomorphic to, and therefore can alternatively be
interpreted as, the commodity exporter model of Schmitt-Grohé and Uribe (2016).
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consumption and investment, but much of the needed increase in production of tradeables comes

from abroad.

Heterogenous agents In our baseline model, all households have access to financial markets.
Since the boom resulting from a regime-induced depreciation in our model is driven by foreign
credit, one might conjecture that the boom would be weaker if some households did not have
access to financial markets. In Appendix G.8, we extend our baseline model to allow for the
presence of hand-to-mouth households who do not have access to financial markets. We find that
the response of consumption and GDP are virtually unchanged in the presence of hand-to-mouth
households. The reason for this is closely related to the argument in Werning (2015). While hand-
to-mouth households do not directly respond to the movements in financial market variables,
they instead react more to the indirect effect of an increase in labor income. The net effect is

ambiguous.*!

F Exchange Rate Disconnect, Backus-Smith and the Mussa Facts

Our evidence on the large real effects of regime-induced depreciations might, at first blush, seem
to contradict well known unconditional facts about the exchange rate, including exchange rate
disconnect, the Backus-Smith correlation, and the Mussa facts. If depreciations cause booms and
exchange rate are so volatile, why isn’t there a strong unconditional correlation between exchange
rate depreciations and booms? In this section, we show that this apparent contradiction is a mirage
arising from the distinction between conditional and unconditional moments. If exchange rates
respond to several different shocks that each results in a different conditional correlation between
the exchange rate and output, the unconditional correlation between the exchange rate and output
can be small.

To demonstrate this, we introduce a second shock, which we refer to as a “capital flight” shock
(Bianchi and Lorenzoni, 2021). This shock might alternatively be termed a “flight to safety” shock.
It is similar to the “safety” shock in Kekre and Lenel (2021) and also similar to the “sudden stop”
shocks of Calvo (1998). The capital flight shock has two characteristics that are crucial to matching
the unconditional moments: it generates large exchange rate volatility and it generates the oppo-
site correlation between output and the exchange rate from our UIP shock. Intuitively, a negative

UIP shock is a time when noise traders get “spooked” and reduce demand for a currency. In this

41Gince our benchmark parametrization assumes local currency pricing, the real income channel emphasized in
Auclert et al. (2021b) is muted.

95



case households and firms trade against the noise traders and capital flows into the country. In
contrast, a negative capital flight shock is a time when all investors in a region get spooked and

reduce demand for a currency. In this case, capital flows out of the country.

F1 An FDX Model with Capital Flight Shocks

We model the capital flight shocks as arising from financial intermediation: households and firms
have access to foreign currency bonds only through banks. This introduces a stochastic wedge
between the return agents in country i earn when they invest in country j bonds and the return
agents in country j earn from investing in these bonds. We denote this intermediation wedge as

Cit- The intermediation wedge implies that equation (D.58) in our earlier model becomes

Qjit+1

Qi exp(Git) (E72)

(L +7ije1) = (1 +7je41)

When (;; = 0, households and firms face the foreign real interest rate adjusted for the real ex-
change rate as in our earlier model. Here, we assume that the intermediation wedge follows an

AR(1) process:
Git = p°Cit—1 + €5 (E73)

We refer to {ei} as capital flight shocks. We provide a microfoundation for the intermediation
wedge in Appendix G.9 based on Bianchi and Lorenzoni (2021). The micro-foundation introduces
financial constraints to banks. Stochastic shocks to the tightness of these financial constraints yield
the shock ;.

Capital flight shocks lead to UIP deviations as we show in Appendix G.2.3. With capital flight

shocks, UIP deviations are given by

Q({NFAkt}k,l/th, {th}k) = F[(l — fgjldl) NFA]t + fgi]‘NFAitdl'

(F.74)
+ i+ mE (— [ 5:dil + fgi]-gitdi)},

where mé = [% + %] % It is the last term on the right hand side that arises because of the

capital flight shocks: when it becomes more costly to borrow in foreign currency due to the capital
flight shock (a high (j;), agents borrow more in domestic currency, which decreases demand for
domestic currency and depreciates the domestic exchange rate. Equation (F.74) replaces equation
(D.65), and equation (F.72) replaces equation (D.58). The rest of the model is unchanged.
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The capital flight shock affects the economy differently from the UIP shock. This can be illus-
trated by considering a first order approximation of the rate at which firms finance themselves in a
floating country i € F. (A similar condition holds for the rate of return households in this country

have access to when saving.) We can use equation (F.72) to derive
din(1+ 7)) = dIn(1+ rig1) + 3G + SAQ({NFAw b, e, {Zre 1i), (E.75)

which is the counterpart of equation (E.71) in our earlier model.*?

Notice that the capital flight shock affects firm borrowing costs through two channels —i.e.,
shows up in two places on the right hand side of equation (F.75) — while the UIP shock only affects
tirm borrowing costs through one of these two channels. First, the capital flight shock affects firm
borrowing costs directly (second term on the right hand side of equation (F.75)). This captures the
fact that a bad capital flight shock (positive ;) increases firm borrowing costs (when 5 > 0) by
increasing the intermediation wedge firms must pay on foreign borrowing. The second channel
operates in the same way as a UIP shock: it depreciates the exchange rate in a way that results in
a UIP deviation going forward. This lowers the cost of firm borrowing.

Intuitively, UIP shocks only affect the relative demand for home versus foreign bonds, not the
total demand for bonds: noise traders buy foreign bonds in exchange for the same amount of
home bonds. Such a shift in the relative demand for home versus foreign bonds by noise traders
results in a change in the relative price of home and foreign bonds (i.e., a change in the exchange
rate). In contrast, capital flight shocks increase the demand for foreign bonds without decreasing
the demand for home bonds, since households and firms have access to a higher rate of return on
foreign bonds. Therefore capital flight shocks not only increase the relative demand for foreign
bonds (and hence depreciate the home exchange rate), but also increase overall saving and thus
reduce aggregate demand. In this sense, one can think of the capital flight shock as a combination
of a UIP shock and an aggregate demand (discount factor) shock in the home country.

We choose the parameter m¢ — which governs the degree to which the capital flight shock
induces fluctuations in the exchange rate — to match the unconditional correlation between output
and the real exchange rate. We set the persistence of capital flight shocks equal to the persistence

of other shocks, pg = (0.89.

Impulse Responses Figure F.1 contrasts the response of the economy to a UIP shock and a capital

flight shock. Panel (a) plots responses to a UIP shock, while panel (b) plots responses to a capital

42Equation (E.71) is for a pegging country, while this equation is for a floating country.

97



flight shock. In both panels, the shock hits the floater region. The solid and dashed lines in the
figure plot responses for two cases: a case where the currency of the floater region floats versus
the US dollar (solid lines), and a case where the currency of the floater region pegs versus the US
dollar (dashed lines). In the second case, all countries are pegged to the US dollar. We calibrate
these two shocks such that the initial response of the nominal exchange rate is a depreciation of
the same size in the case where the floater currencies float (solid lines / left panels).

Consider first the solid lines. The responses of the nominal interest rate (middle panels) and
output (right panels) are sharply different for the two shocks. In the case of the UIP shock, output
and the nominal interest rate increase. The UIP shock to the floater currency is isomorphic to the
regime-induced depreciation we consider earlier in the paper. This causes a boom, which leads
to an endogenous increase in the nominal interest rate. In sharp contrast, the capital flight shock
results in output and the nominal interest rate falling. In this case, the depreciation arises from
an increase in the intermediation wedge that the floating countries face (i.e., capital flight). This
leads households and firms to consume and invest less, which causes output to fall. Interest rates
fall endogenously as a consequence.

Next consider the dashed lines. If the floater region pegs, the UIP shock has no effect on either
the exchange rate or the real economy. International arbitrageurs (and the central banks) fully
arbitrage away the shock. This is not the case for the capital flight shock. In fact, the capital flight
shock generates a larger recession when the countries that are hit by it are pegged than when they
float. This occurs for two reasons. First, floaters that are hit by a capital flight shock can respond to
the shock by easing monetary policy (this is what the monetary policy rule we specify implies they
will do). When they peg, they cannot respond in this way.*> Second, if they peg, their exchange
rate does not depreciate in response to an adverse capital flight shock. This means that they do
not experience a UIP deviation. Their borrowing costs therefore increase even more than if they
were floating. This also contributes to a more severe recession. These differences demonstrate the

role of the exchange rate as an endogenous stabilizer (Friedman, 1953).

Regime-Induced Depreciations with Capital Flight Shocks In our analysis of regime-induced
depreciations in Section E, we assume for simplicity that the US dollar exchange rate is driven by
US UIP shocks. In Appendix G.10, we show that the facts we document about regime-induced

depreciations in Section 2 can just as well be matched assuming that the US dollar exchange rate

#3The nominal interest rate falls even when the countries hit by the shock peg because the US reacts to the capital
flight shock due to negative spillovers from the shock on US economy. Recall that in this experiment we are shocking
the entire floater region. So, the shock is not “small.”
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Figure F.1: Impulse Responses to a UIP and a Capital Flight Shock

Note: Panels (a) and (b) plot the impulse response to a UIP shock and a capital flight shock, respectively. The
darker solid line shows the response of the floater countries when the shock hits these countries. The lighted
dashed line shows a case where these countries peg their exchange rate to the US dollar and they are hit by UIP
and capital flight shocks. In this case, all countries are pegged to the US dollar. The shock size is normalized
so that the nominal exchange rate depreciates by 1% upon impact in the floating case.

is driven by US capital flight shocks (which in this case may more naturally be thought of as flight
to safety shocks). The response of the economy to UIP shocks and capital flight shocks differs as
we emphasize above. But this difference is “differenced out” when we consider regime-induced

depreciations since in that case we are comparing the response of pegs and floats to a US shock.

F2 Exchange Rate Disconnect and the Backus-Smith Correlation

A large empirical literature demonstrates that — at least unconditionally — exchange rates are
largely disconnected from other macroeconomic aggregates (Meese and Rogoff, 1983; Baxter and
Stockman, 1989; Flood and Rose, 1995; Obstfeld and Rogoff, 2000; Devereux and Engel, 2002; It-
skhoki and Mukhin, 2021a). Related to this, exchange rates are mildly negatively correlated with
consumption in the data, as opposed to strongly positively correlated as in traditional open econ-

omy macroeconomic models (Backus and Smith, 1993). Table 3 demonstrates these facts in our
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Table E.1: Exchange Rate and Macroeconomic Volatility in the Data
Peg vs. Float (Post-1973) Pre- and Post-1973

Peg Float Pre-1973 Post-1973
A. Volatility
std(ANER) 0.082 0.114 0.070 0.090
std(ARER) 0.069 0.091 0.058 0.075
std(AGDP) 0.044 0.037 0.046 0.042
std(AC) 0.048 0.042 0.044 0.047
std(ANX) 0.039 0.032 0.034 0.038
std(A(1 +1)) 0.030 0.031 0.012 0.030
B. Correlation
corrf(ARER, ANER) 0.553 0.712 0.592 0.601
corr(ARER, AGDP) -0.045 -0.068 -0.042 -0.051
corr(ARER, AC) -0.069 -0.137 -0.017 -0.088
corr(ARER, ANX) 0.040 0.213 0.146 0.093
corr(ARER, A(1 + 1)) 0.171 0.130 -0.134 0.150

Note: The table reports the standard deviation and correlations of real and nominal effective exchange rates,
GDP, consumption, net exports to GDP ratio, and nominal interest rate for each subsample. All variables are
in logs except for net exports, which are relative to GDP. The sample contains all countries in our dataset
(including the US and the 24 relatively advanced economies we use to define the US exchange rate earlier in
the paper). See footnote 44 for more detail on the sample and the definition of pegs and floats. The third and
forth columns split the sample by year as opposed to by exchange rate regime. For each variable (e.g., ANER),
we drop outlying observations (the top and bottom 0.5%) when computing these moments.

sample. Nominal and real exchange rates of floating countries are three to four times more volatile

).44

than GDP and consumption (i.e., they are largely “disconnected”).** Moreover, real exchange rates

are mildly negatively correlated with both GDP and consumption.

Model vs. Data Table F.2 assesses the ability of our FDX model to match these facts. The data
column reproduces the results for floaters from Table 3. Column (1) presents results for the floater
countries in our FDX model when economic fluctuations are caused by a combination of UIP
and capital flight shocks. Column (2) presents results when economic fluctuations are caused
by UIP and productivity shocks. Columns (3)-(6) present results when economic fluctuations are
caused by a single shock: UIP shocks, capital flight shocks, productivity shocks, and monetary

shocks, respectively. In columns (1) and (2), we choose the volatility of the two shocks to target

#We include a larger set of countries than earlier work, which has largely focused on OECD countries. The sample
used in Table 3 includes both the countries that we estimate our impulse responses for in Section 2 and the United
States and the 24 relatively advanced countries that we exclude from the analysis in Section 2. In this analysis, we
divide countries into pegs and floats in a somewhat different way than in Section 2 since the focus is not on pegging
versus the US but rather pegging in general. We define country-year observations in Ilzetzki, Reinhart, and Rogoff’s
coarse categories 1 and 2 (fine categories 1 through 8) as pegs and those in coarse categories 3 and 4 (fine categories 9
through 13) as floats. As before, we exclude fine categories 14 (freely falling) and 15 (dual market / missing data).
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Table E.2: Exchange Rate Disconnect

Data Model

1) ) ©) (4) ) (6) )
0 WA ¥ 4 A m (§,A)

Baseline 5=0
A. Volatility
std(ANER) 0.114 0.114 0.114 0.141 0.093 0.006 0.075 0.114
std(ARER) 0.091 0.113 0.113 0.140 0.093 0.005 0.075 0.114
std(AGDP) 0.037 0.037 0.037 0.037 0.037 0.037 0.037 0.037
std(AC) 0.042 0.045 0.030 0.036 0.049 0.017 0.035 0.018
std(ANX) 0.032 0.016 0.022 0.022 0.009 0.021 0.010 0.022
std(A(1 + 1)) 0.031 0.001 0.002 0.001 0.001 0.004 0.085 0.004
B. Correlation
corr(ARER,ANER) 0.712 1.000 1.000 1.000 1.000 0.781 1.000 0.999
corr(ARER,AGDP)  -0.068 -0.068 0,504 0.607 -0.710 0.878 0.720 0.123
corr(ARER, AC) -0.137 -0.121 0.665 0.699 -0.693 0.674 0.759 -0.093
corr(ARER, ANX) 0.213 -0.297  -0.501 -0.629 0421 0910 -0.718 0.003
corr(ARER,A(1+1i)) 0.130 0.206 0.355 0.849 -0.739 -0.930 -1.000 0.166

Note: The table shows the volatility and correlation of macro variables in the data, and in the model in response
to various shocks. The data column reproduces the second column of Table 3. All series except for net exports
(NX) are in logs. Net exports (NX) are expressed as a fraction of GDP. Column (1) considers UIP (¢) and
capital flight (7) shocks. Column (2) considers UIP (¢) and TFP (A) shocks. Column (3) considers UIP (1)
shocks only. Column (4) considers capital flight ({) shocks only. Column (5) considers TFP (A) shocks only.
Column (6) considers monetary policy shocks (1) only. Column (7) considers UIP () and TFP (A) shocks in a
model where households and firms do not have direct access to foreign bonds (5 = 0). In columns (1), (2), and
(7), we choose the volatility of shocks to match the volatility of GDP and the volatility of the nominal exchange
rate. In columns (3)-(6), we match the volatility of GDP.
the volatility of the nominal exchange rate and GDP in the data. In columns (3)-(6), we choose the
volatility of the shock to match the volatility of GDP in the data. Column (7) presents the same
set of results when economic fluctuations are cause by UIP and productivity shocks but 5 is set to
zero. Recall that our model with 5§ = 0 is similar to the model in Itskhoki and Mukhin (2021a).
Only the model with both UIP and capital flight shocks fits the small negative correlation
between the real exchange rate and both GDP and consumption.** The model with a combination
of UIP and productivity shocks fails to do so, and the model with any single shock also fails to
do so. The intuition for this is simple. As we demonstrate in Figure F.1, the UIP and capital
flight shocks generate opposite correlations between the exchange rate and GDP. A model with
only UIP shocks generates a strong positive correlation between the real exchange rate and GDP,

while a model with only capital flight shocks generates a strong negative correlation (columns (3)

45Table H.1 presents a variance decomposition for the model with UIP and capital flight shock.
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and (4)). The combination of these two shock can thus generate a small negative unconditional
correlation. Productivity and monetary shocks also yield strong positive correlations (columns (5)
and (6)).46

Productivity shocks alone generate very little volatility in the real exchange rate when their
volatility is chosen to match the volatility of real GDP. Combining capital flight shocks and either
productivity shocks or monetary policy shocks can match the small negative correlation of the
exchange rate with output and consumption (Backus-Smith correlation). However, since produc-
tivity shocks generate little exchange rate volatility, the combination of productivity shocks and
capital flight shocks that matches the Backus-Smith correlation and the volatility of the exchange
rate yields a volatility of GDP that is much too high. A combination of monetary shocks and cap-
ital flight shocks that matches the Backus-Smith correlation generates a counterfactually negative
correlation between the exchange rate and the nominal interest rate.

Itskhoki and Mukhin (2021a) fit some of the facts in Table F.2 using a model with productivity
and UIP shocks but where exchange rates have very modest effects on the real economy. Column
(7) of Table E.2 reproduces similar results for our model with 5 = 0. This calibration is, however,
inconsistent with our empirical findings regarding the substantial real effects of regime-induced
depreciations as we discuss in Section E.1. In Itskhoki and Mukhin’s model, the key mechanism
behind the model’s ability to match the Backus-Smith correlation is that an exchange rate depreci-
ation causes real interest rates to increase because monetary policy responds to inflation associated
with imported intermediates. This increase in real interest rates causes consumption to decline,
despite output increasing (due to expenditure switching). In our model, both output and con-
sumption have the same (small negative) correlation with the real exchange rate, whereas in their
model, these correlations have opposite signs. In the data, the real exchange rate has a small

negative correlation with both output and consumption.

E3 Mussa Facts

Mussa (1986) drew attention to the fact that the volatility of the real exchange rate rose substan-
tially when the Bretton Woods system of fixed exchange rates broke down in 1973. Table 3 demon-
strates this fact in our sample. Comparing columns 3 and 4 of this table reveals a large increase in

the volatility of both the nominal and real exchange rates after 1973.4” Comparing columns 1 and

46This analysis shares a similar perspective to recent work by Mullen and Woo (2022). Like us, Mullen and Woo
(2022) introduce multiple shocks as drivers of exchange rate and show that a combination of trade cost shocks, UIP
shocks, and a model with a dynamic trade elasticity can successfully replicate the unconditional moments of the US
data. Our work differs in that we place emphasis on the financial channel and on matching conditional moments.

47Tt is important to note that the discontinuity in the volatility of the real exchange rate is starker for G7 countries
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2 of Table 3 shows, furthermore, that the volatility of both the nominal and real exchange rate are
substantially larger for floats than pegs after 1973.

Earlier work has pointed out that the large change in the volatility of the real exchange rate in
1973 was not accompanied by substantial changes in the volatility of other real outcomes such as
GDP and consumption (Baxter and Stockman, 1989; Flood and Rose, 1995; Itskhoki and Mukhin,
2021b). This can be seen in Table 3 for our sample. Table 3 also shows that the volatility of output
and consumption is not lower for pegs than for floats after 1973 despite pegs having substantially
lower volatility of the real exchange rate. In fact, the volatility of output is somewhat higher for
pegs than for floats after 1973 and somewhat higher before 1973 than after 1973.

These facts might be seen to constitute a conundrum. Why does higher exchange rate volatility
not translate into higher volatility of output and consumption in these cases? One answer is that
pegs and floats may differ in other ways and the period after 1973 may differ from the period
before 1973 in other ways. Ignoring this omitted variables explanation, one might be tempted to
conclude that these facts imply that exchange rates are disconnected from other macro aggregates.
But our result on large responses to regime-induced depreciations is hard to square with exchange
rates not mattering for macro aggregates.

Our model with UIP shocks and capital flight shocks provides a different explanation. In this
model, pegging the exchange rate has two effects on output volatility. On the one hand, pegging
reduces output volatility by eliminating UIP shocks. One the other hand, pegging increases output
volatility by tying the hands of policy makers in the face of capital flight shocks. As we demon-
strated in Figure F.1, capital flight shocks cause larger output fluctuations when countries peg than
when they float. This is because pegging prevents them from engaging in stabilizing monetary
policy in the face of capital flight shocks and also prevents the capital flight itself from generating
a stabilizing depreciation. Whether output volatility increases or decreases in our model when
a country exogenously shifts from floating to pegging depends on the relative size of these two
opposing forces.

Table F.3 compares these forces quantitatively in our model, by comparing the volatility of the
exchange rate and real macroeconomic variables for floats versus pegs.*® In the first two columns
of Table E.3, we do this for the same calibration as we use in column (1) of Table E2. In this
case, pegging reduces the volatility of the real exchange rate by a factor of 20. In contrast, the

volatility of GDP and consumption increase slightly. This prediction lines up well with the data.

than for the countries we focus on in our analysis. Also, it is less stark when one focuses on trade-weighted exchange
rates, a point emphasized by Petracchi (2022).
#BGpecifically, we compare the cases where the F countries float vs. peg.
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Table F.3: Mussa Facts

(¥.2) ¥ only ¢ only (¥, A)
Float Peg Float Peg Float Peg Float Peg
std(ANER) 0.114 0.000 0.088 0.000 0.073  0.000 0.114 0.000
std(ARER) 0.113  0.001 0.087 0.000 0.073  0.001 0.113  0.002
std(AGDP) 0.037 0.049 0.023  0.000 0.029 0.049 0.037 0.016
std(AC) 0.045 0.057 0.022  0.000 0.039 0.057 0.030  0.008
std(ANX) 0.016 0.016 0.014 0.000 0.007 0.016 0.022 0.014

std(A(1 +1)) 0.001 0.001 0.001 0.000 0.001 0.001 0.002 0.001

Note: The table shows the volatility of macro variables of countries in region F in the model under a floating
exchange rate regime and under a fixed exchange rate regime. All variables except for net exports (NX) are
in logs. The net export is expressed as a fraction of steady state GDP. The first two columns consider UIP (1)
and capital flight ({) shocks. The third and forth columns consider UIP (i) shocks only. The fifth and sixth
columns consider capital flight ({) shocks only. The seventh and eighth columns consider UIP (i) and TFP (A)
shocks.

In contrast, the model with only UIP shocks or with a combination of UIP and productivity shocks

cannot match these facts.

F4 Cross-Country Heterogeneity

The model we develop in this section matches unconditional statistics averaged across the many
countries in our sample. Countries differ, however. Figure E2 plots one interesting dimension
of this heterogeneity: the country-wise correlation between real exchange rates and net exports
against mean log real GDP over the sample period. The figure shows that while the correlation
is close to zero for small countries (the bulk of our sample) it is non-zero for large countries. The
high correlation for large countries has been emphasized by Alessandria and Choi (2021).%

Our FDX model with both UIP shocks and capital flight shocks provides a straightforward
way of fitting this pattern if we allow capital flight shocks to play a larger role in bigger coun-
tries. Figure H.2 demonstrates that varying the relative importance of the capital flight shocks
results in the correlation between the real exchange rate and net exports varying.>® Of course, this
leaves open the question of why capital flight shocks might be relatively more important in larger

countries, a question we leave for future research.

#The coefficient in an OLS regression of correlation between real exchange rates and net exports on mean log real
GDP is 0.044 with standard error 0.010.

50 Additionally, the Backus-Smith correlation is more negative for larger countries in the data (see Figure H.1 in the
Appendix). This is again consistent with the idea that capital flight shocks are relatively more important in larger
countries.
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Country Size and Corr(ARER, ANX)

Corr(ARER, ANX)

T
20 22 24 26 28
Mean Log Real GDP

Figure F.2: The Correlation between Real Exchange Rates and Net Exports by Country Size

Note: The figure plots the country-wise correlation between log changes in real exchange rates and changes in
net exports over GDP as a function of mean log real GDP over the sample period. The figure is a binned-scatter
plot with 20 bins. The red line denotes a linear fit. The slope is 0.044 with standard error of 0.010.

G Quantitative Model Appendix

G.1 Standard Open-Economy New Keynesian Model Features

Here, we describe the features that our model shares with standard open economy New Keynesian
models without financial frictions. If we set the adjustment costs in the portfolio problem of the
households and the firms in our model to zero (see the description of these portfolio problems in
Section 3 of the main text), our model becomes a standard open economy New Keynesian models

without financial frictions in which UIP holds for all currency pairs.

G.1.1 Households

There is a unit measure of identical households in each economy. These households derive utility

from consumption and disutility from labor. They maximize
Eo Y B' [u(Cit — hCir—1) — x(nit)], (G.76)
t=0

where C;; denotes consumption of households from country i at time ¢ of a composite of home
and foreign goods discussed below, 1;; denotes labor supplied by households in country i at time

t, B is the households’ subjective discount factor, & is a parameter governing the strength of their
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habit formation in consumption,

(Cit —hCy_1)177 ”}tw

“(Cz‘t - hCit—l) = 1—o ’ X(”z’t) = m,

where ¢ is inversely related to the household’s intertemporal elastiticy of substitution, and v is the
inverse of the Frisch elasticity of labor supply.
The composite consumption good C;; is a constant elasticity of substitution (CES) basket of

goods produced in different countries

1/n 2 1/1 ! g U’f]]
Cir= | (1—a) Mcit) " +a /0 (cjit) 7 dj ,

where cj;; denotes the consumption by household in country i of a basket of goods produced in
country j, « € [0,1] determines the weight on foreign goods in Cj;, and # > 0 is the elasticity of
substitution between goods from different countries. The index ¢j;; is a CES basket of a continuum

of varieties cj;;(v) produced in country j:

1 ep-—1 ep—1
Cjit = (/O (cjit(v)) » dv) ,

where the elasticity of substitution across goods produced by country jis €, > 1.

Households in country i maximize utility subject to the following budget constraint:
Cit +air = aip—1 (1 +7}) + (1= 7" )WieNig/ Pt + Ty, (G.77)

where a;; denotes the value of the portfolio of assets that households purchase in period ¢, rflt is the
real return on the portfolio that households purchased in period t — 1, Wj; is an index of the wages
the households earn for supplying labor at time ¢, Nj; is the composite index of labor services the
households supply to firms (described below), P is the price level in country i at time ¢, 7" is a
time-invariant labor income tax imposed by the government, and Tj; denotes transfers received
from the government. We introduce the labor income tax to offset steady state markup distortions
due to union power in the labor market.

Households in country i optimally trade off consumption today versus consumption in the

future. This gives rise to the following consumption Euler equation

MUy = Ef[(1 + 7. ) MUy 4], (G.78)

106



where
MU = u'(Ciy — hCis—1) — Phu'(Cip41 — hCiy) (G.79)

is the marginal utility from increasing consumption by one unit today.
Households optimally choose how much to consume of goods from each country. This choice

gives rise to a demand function given by

P (%)7" Ci forj#i

Cjit = N
(1—w) (%’:) int forj=1

where pjj; is the price index of goods consumed in country i that were produced in country j.
The households furthermore optimally choose how much of each variety to consume among the

varieties produced in each country. This choice gives rise to a demand function given by
—€
piit()\ "
cjit(v) = <] Cjit-
Pjit
Cost minimization by households implies that

:| 1/(176’7)

! 1
Piit = [/o pjit(v)"~rdv (G.80)

and

1 1/(1-n)
Py = ((1 — ) (pir) T+ /o (pjit)l_nd]) - (G.81)

Labor Unions Households supply labor through a continuum of labor unions, ¢ € [0,1]. Each
union converts household labor n; into labor services of a specialized type Nj;(¢). (Total house-
hold labor supply n; is the simple integral of Nj;(¢) over ¢.) The labor types N;({) enter the
production function of firms through the CES basket

€w

1 ew—1 ew—T
Ny = (/ (N; (e))maw) ,
0

where €, > 1 is the elasticity of substitution between the labor types in production. Cost min-

imization by firms results in each union facing a downward sloping demand curve for its labor
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services

Nit(£) = <W;/i[i@> ; Nit, where Wi = </01 Wit(f)lewdﬁ) v ,
Wit (¢) denotes the nominal wage for labor of type ¢, and W;; denotes the nominal wage index for
economy i.

Each labor union chooses the wage W;;(¢) to maximize household utility. Each period there is
a constant probability 1 — J,, that union ¢ can reoptimize its wage, as in Erceg, Henderson, and
Levin (2000). The union then supplies all labor that is demanded at this wage. This implies that

in periods when it is able to reoptimize the wage, union ¢ chooses {W;;(¢), Ni(¢)} to maximize

(135 ) [( (Cis - hcis—l) - X(”is))] where Njs = /01 Nis(g)dg

||M8

subject to
Wie(£)\
N;s(4) = (V<7i)> Nis,
1
Cit + i1 = ag(1+ 1) + (1 — ) /0 Wi (€)Nip(£)de/ Py + Ty,

where the wage index is given by

1 1/(1—€w)
Wi, — ( / wl-t(e)l—ew) . (G.82)
JO

Optimal wage setting then implies that
- Nis (Wa(0)\ ™™
¥ (por ( ey (M

Ais(1—1/") Nis (Wit(f) > e
+ —=—" N; 0) — Wi l)ew—— =0,
Pis S( ) t( ) Wis Wis

where A;; is the Lagrange multiplier on the budget constraint. Household optimization implies

Ais = MU;s. We can rewrite the above expression as

Yot (BS0) ™ Ny (€) MU, (1 — ") oy K 0e)
Zs t(ﬁ‘sw) <€)Mu15(1 - T ) (11 )

Wir(£) = (G.83)
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Log-linearizing this last equation around a steady state with no inflation yields
Wi (€) = (1= Bow) L_(Bo0) ™" (B — MUy + VR ), (G.84)
s=t

where the hatted variables denote log-deviations from steady state of the corresponding hatless
variables. Notice that 1;; = fol Ni(0)dl = Ny,

Log-linearization of the wage index in equation (G.82) yields
Wit = (stitfl + (1 — 6w)Wlt(£) (G.85)

Combining equations (G.84) and (G.85), we obtain the New Keynesian Wage Phillips Curve:

(Nit)"

where ¥ = W;;/Wj;_1 — 1is wage inflation in country 7 at time ¢ and x,, = (1 — 6y) (1 — Bdw) / bw-

G.1.2 Firms

There are two types of firms in the economy: production firms and price-setting firms. We describe

these in turn.

Production Firms In each country, there are a continuum of ex-ante identical production firms.
These firms produce a homogeneous country-specific good and sell this good to local price-
setting firms in a competitive country-specific wholesale market at a price p}j° that is equal to
their marginal cost of production. The production firms in country i operate the following Cobb-

Douglas technology:
Yit = Ait<KﬁN;7%>17waf, (G.87)

where Aj; denotes aggregate productivity, K;; denotes capital, X;; denotes intermediate inputs,
and s and w are parameters. The intermediate inputs consist of the same CES basket of goods as
the households in country i consume. Aggregate productivity is stochastic and follows an AR(1)

process in logarithms:
InA; = p4In A1 + €. (G.88)
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Production firms own the capital they use. Their capital stock evolves as follows:
Kit11 = Kig(1 = 6) + Lir, (G.89)

where [;; denotes investment and ¢ is the fraction of the existing capital stock that depreciates
each period. The investment good I;; consists of the same CES basket of goods as C;; and Xj;.
Investment is subject to investment adjustment costs, S(I;;/ ;1) = % (Lit/I;;—1 — 1)%. We assume
that the production firms own a diversified portfolio of price-setting firms.
The real earnings of production firms are given by
Ly

1
Dj = PTt {p?Z“Yit — Pyl <1 +S <I

. >) — WitNy — Py X + 1T |, (G.90)
i

where I/, denotes the profits the production firms earn from their ownership of the portfolio of
price-setting firms — which is equal to the average profit of price-setting firms in each period. The
production firms choose a sequence for { I, X, Njt, Ki;11} as well as individual types of labor and
varieties of investment and intermediate inputs to maximize their value

= 1

Vii=Djy+E; )
s=t Hltc:0<1 + 7’5{4_1)

DiS—i—lr (G91)

where rf

i1 18 their discount rate between period t and period ¢ + 1.

The firms’ problem can be written recursively as

1 -
Vit (Kit, Iy—1) = max {P?gcAit(KﬁN}t )19 (X)) — Wi Ny — Py Xt

It Kirp 1, Nip X By
L 1
— Pyl (1 +S <I ad >> } + Etifvilzjtl(Kit-i-l, Iit)
it—1 1+

it

st Kipp1 = (1= 6)Kir + Lt
The first order conditions with respect to I;; is
Ly I; I
1+s<1 )>+5’< )
< L lit1) Lira

_E, 1 [aVitJrl(KitJrlz Lit) . OVirr1 (Kiey1, Lir)
(1+ r{tﬂ) al; dKit11
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The envelope conditions for I;;_; and Kj; are

IVir (Kit, Lir—1) _ S’< I; ) (Ii)?

i1 L1 ) (Iip—1)?
Vit (Kip, Li-1) _ (1 — w)seplie A(KZNL )19 (Xt ) / Kig 1
aKl't Pit

1-— (Sk aVit+1 (Kit+1/ Iit)

+ [E;
(1+75,,) 0Kt 11

Defining “marginal Q" as J;; = 0Vj;(Kit, Ii;—1) /9Kjt, the above conditions simplify to

Li Li it 1 o[ Lier (Iit+1)2
1+S< l )+S/< ) -k (5 + 7 G.92
Iit—l Iit—] Iit—l t 1+ f Ii <L‘t)2 it+1 ( )

Tit1
1—w)xpiiYiu/K; 1-¢
e Pt S By | T |- (G.93)
i L+7ig

Optimal choice of Nj; and Xj; satisfies the following first-order conditions:
WitNit = (1 — CU)(l — %)pl(;ZCYit/ and PitXit = (UP?ZCYZ‘t. (694)

Price-setting Firms. Price-setting firms in country i purchase local goods from production firms
and differentiate them. Each price-setting firm is then a monopoly supplier of their brand or
variety. They purchase goods at a price p/*(1 — 1), where 7/ is a time-invariant tax imposed by
the government to offset the steady state markup distortion of the price-setting firms.

The price-setting firms sell their varieties both domestically and abroad. They must decide
at which price to sell. They face pricing frictions which imply that they can only reoptimize the
price of their varieties with a probability 1 — J, each period, as in Calvo (1983). When selling do-
mestically, they set prices in the domestic currency. When selling abroad, a fraction ij € [0,1] of
price-setting firms in country i selling to country j set prices in currency k. The fractions Gl’fj deter-
mine how prevalent producer currency pricing (PCP), local currency pricing (LCP), and dominant
currency pricing (DCP) are in the economy.

Consider the problem of a price-setting firm selling variety v from country i to country j with
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its price for these sales set in currency k. The optimal reset price solves

[ee]

T Mis(8)*" (Exisly ()l (v) — (1= T) iy (0) (G.95)
p?jt(v),{yfjs(u)}f,g SF kisPijt\U)Yij Py (v
k (v €
st yis(v) = (p;;( )> Zijs, (G.96)
s

where Zjj; = Cijs + Xjjs + Ljjs is the total demand for goods from country i in country j and M;
is the nominal discount factor in country i between period t and period s. The nominal discount
factor M; is defined as M;; = HZ:t 1/(1 + i;.), where ij. is the nominal interest rate in country i
at time ¢.

Differentiation with respect to p;;(v) yields the optimality condition

€p

¥ M5 (Eurbu(oo) - ol (= 0) =o. G97)

Linearizing this equation and combining it with a log-linear approximation of equation (G.80)
—1ie., pijy = (1 —29,)pij+(v) + Sppijs—1 — yields a Phillips curve for prices of goods produced in

country 7 and sold in country j that are denominated in currency k:

op

P

iy = (1= Boy) = (P = Pl — i) + B, (G.98)
where nl]t = pﬁ-‘jt/pf-‘jt_l -1

We next derive a Phillips curve for the prices of all goods produced in country i and sold to
country j. This is a weighted average of equation (G.98) across currencies of denomination k using
the weights 95‘] When we take this weighted average, we denominate all prices in the currency of
the destination country. This yields

mc
Tlij — ;ef;A In&j = Ky In (’;l;&jt) + BE; | mijri1 — ;BffjA InEjis | (G.99)

where 71y = piji/pij-1 — 1 and x, = (1 —pd,)(1 —9,)/6p. Aggregate inflation in country j is
given by
1
i = artj + (1 — (x)/o 7Tjidi.
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The average nominal profits of price-setting firms are, to a first-order approximation,
1
I}, = [In(piiyiie) — In (P yiar)] Piidic + /O [In(Eiepijeyie) — In (Pl yie )| Pijvijdj, (G.100)
where p;;77;; is the steady state revenue of country i selling to country j, and

2\ N . .
(1—a) (B2) " (Ci+ L+ Xip) fori=]

Yijt = N7 o (G.101)
b (%’:) (Cit + Ly + Xjt) fori #j

As described above, we assume that production firms own a diversified portfolio of price-setting
firms and that the profits of price-setting firms therefore accrue as dividends to the production
firms. We make this assumption for convenience, since it avoids us having to keep track of multi-

ple asset prices in each economy.

G.1.3 Equilibrium Definition

In each country, the government sets the steady state labor and product market taxes to offset the

steady state markup distortions,

(1 - Tin) = Hw, (1 - Tip) = 1/,Mp, Ty = TjnwitNit/Pit + Tippﬂ’c it/ Pit, (G.102)

€p
ep—1

where p, = 4 and pp = are wage and price markups, respectively.

The goods market clearing condition is, to a first-order,

P; P,

piir\ " Vipi\ " :

Yii=(1—a) <> (Cit + Lt + Xir) + 06/0 () (Cjt + Lit + Xje)dj. (G.103)

We define the equilibrium of this economy as follows. Given a sequence of monetary,
technology, UIP shocks, {eﬁ,eﬁ,e?z}, initial prices, {pij,_l,Wi,_1,5i1_1}, and the initial cap-
ital stock and investment, {Kjo, I;—1}, the equilibrium consists of the path of allocations
{Cit, MUYy, Lit, Xit, Vit sf;.t,s{t,Nit, Ki;, a;t, Djs, HZ}, the path of shock processes, {Aj, ¢}, the
path of prices {pij, Eijr, Qijts Pit, Wit, it Tit+1, Tije+1, rfltﬂ, ”{t+1/ Tit» P, Tijt, T, 70, Vig }, the path of
taxes {1/, 7", Ty} such that equations (D.59)-(D.67), (G.77), (G.78), (G.79), (G.81), (G.86), (G.87),
(G.88), (G.89), (G.90), (G.92), (G.93), (G.94), (G.99), (G.100), (G.101), (G.102), and (G.103) as
well as the following accounting equations hold: 7§y = Wy /Wi 1 — 1, iy = pije/ pijr—1 — 1,

iy = Py /Py_1 — 1.
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G.1.4 Solution Method

We compute the impulse response of the economy to a shock as follows. Starting from the de-
terministic and symmetric steady state, we solve for the first-order approximation of the perfect-
foresight equilibrium in response to the shock in sequence space (Boppart et al., 2018). This is
equivalent to the first-order approximation of the stochastic equilibrium. We truncate the transi-
tion path at 100 years and assume that the economy returns to the steady state. Given the impulse
responses to the various shocks in the model, we compute the second moments of the model using

analytical second moments, as in, for example, Auclert, Bard6czy, Rognlie, and Straub (2021a).

G.2 Model Derivations
G.2.1 Capital Structure of Goods-Producing Firms

Consider a firm in country i with a sequence of corporate earnings {D;;} that issues a sequence
{bjj;} of debt in currency j # i. Apart from issuing foreign debt, the firm is financed with domestic
equity. The share of firm’s ex-dividend value financed via debt from currency j per unit measure

and total firm ex-

of country j’s size is denoted s;j;. The firm’s leverage is then given by

f
dividend value can be written as - j TiT5 vlt, where v;; is the ex-dividend Value of the firm’s equity.
7]
o
Using this notation, the debt the firm issues in currency j is b;j; = . f’” -v;r. We assume that
z]t

the firm’s debt structure is sticky in the sense that the firm incurs adjustment costs when its debt
structure deviates from a steady state. For mathematical simplicity, we assume that the adjustment

vl-tCD{]-(sf;t),

cost is incurred in the following period and is proportional to total firm value: : fl T
—J Sid]
I/ -
where @{;(sj;t) = E(S{; — 52
The firm chooses its debt structure {sifjt} to maximize the sum of ex-dividend equity value and

the current dividend att = 0:

Vio =Dio + / bijodj + vig (G.104)
o
—D10+/$010d]'
- {;od]
f e Ny
147 s, + P
I, Z 1 Dis 1 _/ ( ]t+1) z]tf ]( Z]t)vztd] +/ 1]t+1 'Uz'td]' )
5 o +7’zk+1) 1= [s;dj 1]t+1d]
(G.105)
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where the last two terms in the square bracket represent the repayment of last period’s foreign
debt with interest and the payment of last period’s adjustment costs (second-to-last term) and the
funds received from issuing new debt (last term).

The solution to the above problem is equivalent to that of the following period-by-period port-

folio choice problem that is analogous to the households” problem:

min (1 - / sf;.td]) 1+ rirp1) + / (s{;t(l Fri) — @{;(s{jt)) dj (G.106)
Sijt

f

The first-order optimality condition for s ijt is then given by

-1
Séf A SifﬁlEt[(l + Tijer1) — (L rieg)]- (G.107)

Let’s next simplify (G.105). The definition of vy implies that

1 . / (1+rij2)shy + @ (s]j)

Oijp = Eoi Uiodj + / bi 1d] + 01
’ 1-f Séodj ]

1+ra

This equation says that the firm’s ex-dividend equity value at t = 0 is equal to the discounted sum
of dividends at t = 1 (the sum of the first three terms) and the ex-dividend equity value at t = 1

(the last term). Solving for v;g gives

1— [ s/dj {
(@ +r@— J shoti)+ [ {0 +rin)sly + (s} i)

v;0 = Ep Dy + /bijldj + 2)1'1:| .

Notice also that

Substituting these last two equations back into (G.104), we obtain

1

Vio = Dip + ————F—0io
1— fs{;.od]

1
((1 +7r1)(1— fsf;odj) + [ {(1 + rijl)sifjo + CD{;(S{;O)} dj) [

= Djp + Di + / bijdj + Uﬂ} :
Following the same steps as above to solve for v;; and substituting the resulting expression into

the above equation eliminates {bijl}. This process can then be repeated for for t = 2,3,.... This
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allows us to express the firm’s value as

= Djp + Z Dit 1, (G.108)
=0 [T 0(1+r1k+1)

where

(14 7)y) = (1 +7i4) (1 -/ {;d]) [{a sl + @fsh) }ai
is the firm’s discount rates.

G.2.2 International Bond Arbitrageurs

The model we adopt for international bond arbitrageurs builds on Itskhoki and Mukhin (2021a).
For each currency j, we assume that there is a unit measure of international bond arbitrageurs
engaging in the carry trade between currency j and USD. These bond traders take a long position
of B&jt dollars in bonds from country j and a short position of equal value in US bonds. The

. s 7 _ N
nominal return from such a carry trade is Ryjr41 = (1+ 1jt) fg

— (1 +iy) per dollar invested.
We assume that the international bond arbitrageurs seek to maximize the CARA utility function
of the real return on this carry trade expressed in US dollars:

1 - 1
—— —v |Ryjre1=—Bi; | ).
rglax ,yexp( ’Y[ Ll]t+1pu’t+1 ujt]>

ujt

We can rewrite the above problem as

1 B;;
max ——exp [ — [ (1 —exp(Fuji1)) exp(rtu,url)M , (G.109)
Bil]t v PUt

where 7igjp1 = In(1+ i) — In(1 + i) — Aln Epyeyr and 7wy = Pusy1/Pur — 1. As in Campbell
and Viceira (2002) and Itskhoki and Mukhin (2021a), we approximate the portfolio problem of the
international bond arbitrageurs as the time interval gets short so that (T’uth, Tut+1) corresponds

to the increment of the following diffusion process

dRujt+1 _ | MR it 0 UOen

2
dPUt+l Hr Uer Ox
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where pur = [Efyji 41 is mean return from carry trade, y; = E [7tus41] is the mean US inflation rate,
0 = var(Fujisr) = var(AIn Ejyir1), Oen = [cOV(Fujs1, Tet1)]j, and 02 = var(7ys41) are the set of
second moments.

Applying Ito’s lemma, we can rewrite the objective function in (G.109) as follows

1 1
- ; exp (—’pr [(1 —exp(dRuji+1)) exp(dpu,tJrl)B]lUtD

1 1 1
A <_7Put [(—dRuth + 5 (dRuyji1)* + dRuJ‘tHdPU*“)B{”tD

= Ve (B it r? o) — T L 2Bl V2 at
v p Py ujt\HR 5e er ) (PLIt)2 e \PUjt :

Therefore, the optimal portfolio problem collapses to a standard mean variance portfolio problem.

The optimal carry trade position is then given by

1 1
B{[]‘t/PLIt = W(VR + 50}2 + Uen)-

e

We log-linearize the above condition around our steady state equilibrium where shocks are small
and Pyt = 1. But we also proportionally increase risk aversion, -y, so that o2 remains the same, as
in Hansen and Sargent (2011). The terms ¢Z and ¢, go to zero as shocks become small. Therefore

the log-linearized condition around a steady state with P; = 11is

1 . .
BII,Ijt = ﬁ[ln(l + l]'t) —In(1+iy) + EtAln 8jUt+1]/

where I'? = 402

G.2.3 Equilibrium in the International Bond Market

Here, we provide a general derivation that applies to both the model in Section 3 and the model
in Section F. To recover the results for the model in Section 3, simply set {;; = 0 for all i,t. The

demand for currency j bonds from households and firms is
Bjt = (1 — fS;thEh) lljt — (1 — fsfltdl> ‘7]'11 + fsl}-ljtﬂitdl’ — fS'Zf]t‘thl

where Vj; denotes the value of the firm in country j excluding their current-period dividend. The
tirst term is the portion of the asset position of households in country j that is invested in domestic

assets. Some of the household’s domestic assets are equity in domestic firms as opposed to do-
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mestic bonds. The second term subtracts this amount — which is equal to the portion of firm value
financed domestically. The third and fourth terms represent demand for bonds in country j from
foreign households and firms, respectively.

A first-order approximation of the last equation yields (x ~ X + Vx)

VBj = — / Vs?itdiﬁ + (1 — [5;di) Vay + / Vs{itﬁdi + (1= [5;di) VVj G110

+ [ sldia+ (1= [ sydi) Vay — [ Vsfadi+ [ 5,V Vadi,
where 7 denotes steady state households” wealth (which also corresponds to steady state firm
value excluding current dividend, V). First-order approximations of equations (D.60) and (D.62)

give

1
VSZt = gijﬁ [VIn(1+7ij41) — VIn(1+ 7))

1 . .
= §UW [V ln(l + l]‘t) -V 11'1(1 + Zit) + ]EtAV lng]‘it+] - VC]t] (Glll)
1
Vsé.t = —gifﬁ [V 11‘1(1 + rijt+l) - Vh‘l(l + rit)]
_ 1 ) ,
= —SUW [V ln(l + th) — Vh'l(l + lit) + IEtAV ln 6jit+1 — VC]t] ’ (G112)

where we have used equation (F.72) in the second line of each equation.
Substituting equations (G.111) and (G.112) into equation (G.110), we can approximately write
Bj ~ VBj; as

Bjt = (1 — [ 5;di) NFAj; + [ 5;NFA;di

[

1 1 . . .
+ |:1"h + Ff] B f§],<h’1(1 + l]‘,t) — ln(l + Zi,t) + E;Aln gji,t—i—l — gjt)dl

o Tf
= (1 — f§jidi) NPA]‘t + fS_ijFAitdi

1 11|a . . .
+ [ + ] B f§ij(1n(1+zj,t) —In(1+1i;;) +EAInEjipqq + (i) di

1 1| a . . .
+ [ + ] -z f.e{P’u}(§ﬁ—|—s'ij)(ln(1 —|—zj,t) —In(1 +iys) + E:AInEjyp41)di

" Tf] g
L 0 S
- [Fh + Ff] B (= [ sjdije + [ 5ijCindi)

where NFAj; = aj; — Vj;, and we have used the fact that all floaters are identical and the economies

in P peg their exchange rates to U.
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Since the noise traders’ position in currency j bonds is ¢j;, total bond demand for country
j€Fis BlIljt + Bj; + nypj;. These bonds are in zero net supply. This implies that the market clearing

condition for these bonds is given by

0= (1 — f§]‘idi) NFA]‘t + fS_i]‘NFAitdi

1 1 11| a _ N . .
+ <I_.B + [Th + 1"f:| B fie{P,U} (sz' + Sﬁ)dl) (11’1(1 -+ l]',t) — 11’1(1 + lu,t) + E;Aln Eju,t+1)

1 1]a . - .
+ [rh + rf} Z (= J jidiCie + [ §jGadi) + e

This is the same equation as equations (D.64) and (D.65) in Section 3 (when {;; = 0) and equation

(F.74) in Section F of the main text.

G.3 Steady State Characterization

In the symmetric steady state, the net foreign asset position in all countries is zero, NFA; = 0.
We normalize price index and exchange rates in all countries to one: P; = Eij = 1. The aggregate

variables {Y;, X;, C;, I;, K;, N;, r;} then solve

Yi=C+ 1+ X,
Y = Ai(Ki)* (X)) (Ny) 7,
X; = wY;,
(ri + 0)K; = 5Y;
(N)Y(Ci = hG)” = (1 - w — x)Y;,
I; = JK;,
ri=1/p—-1,

where we have imposed the fact that government subsidies offset the steady state product and

labor markups.

G.4 Calibration Details

Panel A of Table G.1 lists the parameters that we calibrate externally. We set the discount factor to

B = 0.96, which implies a steady state annual real interest rate of 4%. We set the curvature of the
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Table G.1: Calibration of Parameters
Parameter Description Value  Note/Source

A. Externally Assigned Parameters

B Discount factor 0.96  Annual interest rate 4%

o Curvature in consumption utility 0.5 Standard

1/v Frisch elasticity 0.5 Standard

w Intermediate inputs share 0.5 Itskhoki and Mukhin (2021a)

o Openness 0.2 Imports-to-GDP ratio 40%
Capital share in value-added 0.43  Investment-to-GDP ratio 22%

Or Capital depreciation rate 0.04 Penn World Table 10.0

o1 Investment adjustment cost 2.0 Christiano et al. (2005)

brn Taylor coefficient 1.5 Standard

Om Monetary policy inertia 0.43  Smets and Wouters (2007)

n Trade elasticity 1.5 Standard

5 Foreign currency assets & liabilities ~ 0.24  Bénétrix et al. (2015)

1Y Shock persistence 0.89  Itskhoki and Mukhin (2021a)

{917‘]} Pricing regime See text LCP

r Bond demand inverse elasticity 0.001  Itskhoki and Mukhin (2021a)

B. Estimated Parameters

Kp Price Phillips curve slope 0.005  (0.003)
Kw Wage Phillips curve slope 0.003  (0.002)
h Habit 0.719  (0.048)

Note: Panel A of the table lists the parameters are externally assigned along with the values we assign for them.
Panel B of the table lists the parameters we estimate along with our estimates. Standard errors are reported in
parentheses.

consumption utility function ¢ to 0.5.°1 We set the Frisch elasticity of labor supply 1/v to 0.5. The
annual capital depreciation rate is set to 6y = 0.04, based on the average value in the Penn World
Table version 10.0 (Feenstra, Inklaar, and Timmer, 2015). We set the share of intermediate inputs
in gross output to 50%, w = 0.5, following Itskhoki and Mukhin (2021a). The share of capital in
value added is set to 43% to match a steady state investment-to-GDP ratio of 22%, which is the
average value in our sample. We set the investment adjustment cost parameter to ¢; = 2.0, which
is in the middle of estimates provided by Christiano, Eichenbaum, and Evans (2005).

We set the coefficient on inflation in the monetary policy rule to ¢, = 1.5 as suggested by
Taylor (1993). Monetary policy inertia is set to p,, = 0.43, to match the estimate of 0.81 at the
quarterly frequency obtained by Smets and Wouters (2007). The elasticity of substitution between

51With habit formation, the elasticity of intertemporal substitution (EIS) around the steady state in our model is

given by ﬁ %. At our estimate value of habit, the EIS is 0.57, a relatively standard value in the macroeconomics
literature.
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goods produced in different countries is set to 7 = 1.5, following a large literature in international
macro (e.g., Chari, Kehoe, and McGrattan, 2002). This value is also consistent with the medium-
run (5-10 year) estimates in Boehm, Levchenko, and Pandalai-Nayar (2023). As described in the
main texts, we set the size of each region as follows: |U| = 0.3, |F| = 0.5, |P| = 0.2. We choose the
openness parameter, «, to match the average imports-to-GDP ratio in our sample of 40%. Since the
imports-to-GDP ratio in the steady state of our modelis a/(1 — w), thisimplies « = 0.4 x 0.5 = 0.2.
As mentioned in the main text, our benchmark parametrization is to assume that all prices are set
in local currency: for all 7, 95-‘]- =1fork =jand 95-‘]. =0fork #j.

We choose the remaining parameters — the price and wage Phillips curves, k, and x;, (or
equivalently, the rigidity of prices and the wages, 6, and ¢;,), and the habit parameter, /1 — to best
fit our estimated impulse responses. More specifically, we set these parameters © = («,, ky, 1) at

the solution to the following problem:

A

© = argmin (IRF(®) — IRF)'S "' (IRF(®) ~ IRF), (G.113)

where IRF denotes a vector of the estimated relative impulse response functions of the trade-
weighted nominal and real exchange rates, GDP, consumption, investment, exports, imports, in-
flation, nominal interest rates, and the terms of trade. For each of these variables, we include ten
elements of the impulse response (h = 0to h = 9). IRF(®) is the simulated model counterpart of
IRF in response to a US UIP shock, which is as function of ©. We set the weighting matrix X to be

an identity matrix. When computing the IRF, we always set the size of the initial US UIP shock,

elflo, to match the initial response of the relative nominal exchange rates. We report standard er-

A A A / A
rors of our estimates of ® using the asymptotic covariance matrix of @: V = augp@((a) ! allyg@) ,

where aIRBL@(@) is the Jacobian of the list of impulse responses evaluated at ® = @. Our parameter

estimates are listed in Panel B of Table G.1.

G.5 Varying Price and Wage Stickiness

Our baseline estimate of the price and wage rigidity parameters in our model are §, = 0.87 and
0w = 0.95 (see Table G.1). This is a considerable degree of rigidity. Figure G.1 presents results for
the case where we halve both 6, and 6, and contrast these results with our benchmark case. We see
that the response of GDP is substantially smaller with less nominal rigidity. The reason for this is
that with less nominal rigidity, the depreciation leads inflation to increase sharply, which triggers

a large monetary policy response. As a consequence, real rates increase sharply, which dampens

121



Nominal Exchange Rate

0.00

Real Exchange Rate

8

o L

0.00

12 - (e==Half Wage/Price Stickiness 03
Baseline 06
4 10 | b q
o [
§ 08 F § g o
£ 0 £ o4 Q
5 5 b
g 06 = _,g 0.1
8 o4 | 3 o2 8
X X 0.0 f
02
0.0 {—————— 0.0 e —————— o
o 1 2 3 4 5 6 7 o 1 2 3 4 5 6 7 8 9 o 1 2 3 4 5 6 7 8 9
Years Years Years
Inflation Nominal Interest Rate Real Interest Rate
0.08
PRCEL v 015 y
@ & é 0.06
=010 = =
5 5 " § o0
B 8 8
53 53 53
< 0.05 00 ° 00
= g g

o
[
N
w b
IS
w
o
~
o F
©

Figure G.1: Varying Price/Wage Stickiness

Note: This figure plots the impulse response of peggers relative to floaters in response to a US UIP shock for
different price and wage stickiness parameters. The dark blue solid line is the case where we halved the size
of 6, and dy, from our baseline estimates, while the light-blue dashed line uses our baseline parameters.

the booms in GDP. Additionally, the real exchange rate is less volatile and less persistent with less
nominal rigidity. This result can be avoided by assuming sufficiently responsive monetary policy
that stabilizes inflation, as shown by Itskhoki and Mukhin (2021a). However, with even more

responsive monetary policy, the boom in GDP will be even weaker.

G.6 Alternative Pricing Regimes

In the benchmark parameterization, we have assumed that firms price in local currency (LCP).
Here, we explore two other commonly assumed pricing regimes: producer currency pricing (PCP)

and dominant currency pricing (DCP). PCP corresponds to the following case:

1 ifk=i

l] .
0 otherwise.

The DCP corresponds to the following case:

1 ifk=USDandi #j
05 =< 1 ifk=jandi=]
0 otherwise.
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Figure G.2: Alternative Pricing Regimes

Note: This figure plots the response of net exports and the terms of trade for peggers relative to floaters in
response to a US UIP shock for different pricing regimes.

Figure G.2 shows results on net exports and the terms of trade for these two cases in addition to
our baseline case. We plot the response of these variable in pegging countries relative to floating
countries after a US UIP shock. In the left panel, we see that with PCP and DCP net exports
increase in pegging countries. This contrasts with our empirical results and our baseline LCP case
in the model. The reason for the difference is that there is more expenditure switching under
these alternative pricing regimes. In the right panel, the terms of trade response little with DCP,
while the model generates a substantial deterioration in the terms of trade with PCP. In the data,
we observe a mild improvement in terms of trade, which the model with LCP fits. For both net

exports and the terms of trade, the model fits best when we assume LCP.

G.7 Tradable and Non-tradable Sectors

Consider an extension of our baseline model to a case with a tradable sector and a non-tradable
sector. Both tradable and non-tradable goods are produced with the same technology as in equa-
tion (G.87), and factors are freely mobile across sectors. The aggregate consumption basket is

given by
Ci= (1) "(ChT)T + g”‘(cfg)%) , (G.114)

where ¢ > 0is the elasticity of substitution between tradable and nontradable sectors, and ¢ € [0, 1]

governs the share of tradable goods in the consumption basket. Tradable consumption is in turn
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a CES basket of goods from different countries

/.
n—1

n—1 1 -1
Cii = ((1 — ) (i) T ~|—1x1/77/0 (c]-z-t)”*'dj) . (G.115)

As in the baseline model, {c},} and C)'T are all CES baskets of a continuum of varieties v € [0,1]

jit
with elasticity of substitution €, > 1:

1 ep—1 55%1 NT 1 NT ep—1 s;ril
i = [ lenon ™ o)™, T = (([cien av)

The price index for aggregate consumption is given by

B _ 1/(1—1)
Py = <(1 — ) (P +¢(P)! ) ’ (G.116)
: 1/(1=n)
P = (= [ ) (G117)
PNT — (G.118)

where the last equation follows from the fact that factors are freely mobile across sectors, and
therefore, the price index of non-tradable goods are equal to the price index of tradable goods
produced domestically. Note that we assume that both the non-tradable goods and tradable goods
sold domestically are priced in domestic currency.

We assume that both the intermediate inputs and the investment goods have the same nested

CES structure as consumption. Therefore, the bilateral goods trade flows are given by

- () () a0 ()| ot Xar 1) fori =)

Yijt = N /pr (G.119)
]
The market clearing condition for each country i’s goods is
— T\ ' —1
A (Pi) (L o) (Pt ot X+ I
Yl - (1 D‘)g (PT> <pit> + (1 Q) (Pit > (Clt + th + Izt)
(G.120)

P\ ™
+/ (pl]t> <P]t> (Cit + Xt + Lip)dj.
t

The equilibrium definition of this economy modifies the definition in Section G.1.3 by replacing
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Figure G.3: Tradable and Non-tradable Sectors

Note: This figure plots impulse responses of peggers relative to floaters in response to a US UIP shock for the
baseline model (dashed line) and the two-sectors model (solid line).

equations (G.81) with (G.116)-(G.118), (G.101) with (G.119), and (G.103) with (G.120).

We calibrate this economy as follows. We first set the elasticity of substitution between tradable
and non-tradable goods to 1 = 1. We then set ¢ = 0.5 to match the average share of the service
sector in GDP in our sample, which is 50%. Since the imports-to-GDP ratio in this model is ga/ (1 —
w), we re-calibrate the value of openness to « = 0.4 to match the same imports-to-GDP ratio of
40%. Other parameters are unchanged.

Figure G.3 plots the impulse response of peggers relative to floaters in response to a US UIP
shock in this model. We find that extending the model to two sectors barely changes the behavior
of aggregate variables. Looking at the response of sectoral output, we find that the increase in

GDP is almost entirely driven by the non-tradable sector.

G.8 Hand-to-Mouth Households

Consider an extension of our baseline model in which some households live hand-to-mouth, i.e.,
consume their labor income period-by-period. More specifically, assume that a fraction ¢ of
households in each country do not have access to financial markets. Their budget constraint is

therefore,

CH™M = (1 — 7 )WyNit/ Py + Ty (G.121)
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The remaining fraction of households — which we refer to as permanent income households —
solve the same problem as in the baseline model. We denote their consumption as Cj,. Their

consumption Euler equation is
MU}, = Ey(1+ 15 ) MU}, (G.122)
where the marginal utility from a unit increase in consumption is
MU}y = o' (Cly — hCjy_y) — Bhu' (Cjy g — hCy).
Analogously, the marginal utility of hand-to-mouth households is
MUF™ = o (C™M — hCH) — pha’ (CFY — hCIF™M).

The labor union now maximizes a weighted average of the two types of households” utility

function:
f )~ [ (u(CHM — hCHN) = X)) + (1= M) ((C, — hC, ) = x(mis))]

subject to

7/llS - / NZS

W (E) —€w
Nis(€) = [ = N;
(0= (N ) :
C;t—Fait = ait,l(l—}—rlt 1 —T / Wzt dé/Pﬁ—th
CH™ = (1<) [ Wa(O)Na(0)d/ Py + T,

Solving the above and taking a first-order approximation around the steady state yields the fol-

lowing New Keynesian wage Phillips Curve:

i = Kw <pit — MUy + viy — Wz‘t) + Bt 110 (G.123)
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Figure G.4: Hand-to-Mouth Agents

Note: This figure plots impulse responses of peggers relative to floaters in response to a US UIP shock for the
baseline model (dashed line) and the model with hand-to-mouth agents (solid line).

where

—7

MU, = APMMUL™ + (1 — AFM) MU,

is the weighted average of the log-changes in marginal utility from a unit increase in consumption

between the two types of households, and the weight is given by the steady state share of marginal
AHtM . q)HtMMulHtM
i - (PHtMMuthM+(1,q)HtM)Muir :

Aggregate consumption is given by

utility:

Cit (G.124)

— (PHtMClI;ItM‘i‘ (1 _ goHtM) r

it*
The equilibrium definition for this economy modifies the definition in Section G.1.3 by replac-
ing equations (G.78) with (G.122), (G.121), and (G.124), and (G.86) with (G.123).
We set the share of hand-to-mouth agents to be 30%, ¢*™ = 0.3. The rest of parameters are
unchanged. Figure G.4 shows the response to a US UIP shock for this economy. We find that,
if anything, the presence of hand-to-mouth agents amplifies the response of consumption, but

dampens the response of investment. The response of GDP is nearly unchanged.
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G.9 Microfoundations of the Capital Flight Shock

As explained in the main text, banks intermediate foreign currency bonds between households
and firms and the international financial market. We assume that these banks face a constraint on
the amount of intermediation they can engage in: b;;; < b;;, where bij; is the net issuance of foreign

bonds of currency j in country i, and b;; is the intermediation constraint of the bank. The bank

solves,
Qjit+1
max(1+ rijt+1)bijt -1+ T’jt)Lbiﬁ
bijt Qjit

s.t. bijt < Eit-

A Lagrangian for this problem is
Qjit+1 s -

rrl}ax(l + rijer1)bijr — (1 + rjt)ﬁbijt + Cit (bir — bijt),
ijt ji

where (j; is the Lagrangian multiplier on the borrowing constraint. The bank’s optimality condi-

tion is then given by

Qjit+1

Qjit

(L+rijer1) = (L +7p) + Cit (G.125)
Defining ;; = %é it, equation (G.125) is equivalent to equation (F.72) to a first-order approximation

around the symmetric steady state.

G.10 Regime-Induced Depreciations with Capital Flight Shocks

Table G.2 and Figure G.5 present results that are directly analogous to Table E.1 and Figure E.1,
respectively, for the case where variation in the US exchange rate results from US capital flight
shocks rather than US UIP shocks. These responses use the same calibration as we used in Section
E. The results with US capital flight shocks are very similar to the results with US UIP shocks.
In other words, we can match our empirical responses to regime-induced exchange rate variation
with either US UIP shocks or US capital flight shocks, or any combination of these shocks.
Responses of the world economy to a US capital flight shock do differ from the response to a
US UIP shock. But these differences are due to the direct effects of the shock. These direct effects
(i.e., effects that do not run through the exchange rate) are “differenced out” in our analysis of
regime-induced depreciations, which compare outcomes between pegs and floats. These condi-
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Table G.2: Regime-Induced Depreciation

Impact Response 5Y Average Response
e i e i

Data 0.74 0.07 0.70 0.03
Model

US UIP Shock 0.74 0.01 0.59 0.01

US Capital Flight Shock 0.74 0.00 0.57 0.00

US Monetary Policy Shock 0.74 -0.41 0.26 -0.14

US Technology Shock 0.74 -0.72 -0.97 -0.87

Note: This table reports the impulse response of the log of the nominal effective exchange rate (¢) and the
nominal interest rate (i) of peggers relative to floaters. Impact response indicates the response at i = 0, while
the 5Y average response is the average of the response at horizons I = 0 through & = 4. The top row of the
table shows our empirical estimates for these responses. The remaining rows show the simulated impulse
response in our model in response to the shock listed to the left in that row. We choose the size of each shock
such that the impact response of the nominal effective exchange rate matches the impact response in the data.

tional moments are, in this sense, not sensitive to the choice of shocks driving the exchange rate

in our model.

129



Nominal Exchange Rate Real Exchange Rate

lccnaar?’,
g a0 .e a
i coee %]
5 3 &
2 0.5 = (0]
c c )
2 0.0 0 (%}
°
S % [lemData . ] B
X FO>Model A X
-1.0 A - L 4 e
L)
o 1 2 3 4 5 6 7 8 9
Years
Consumption
L d
PRk
050 I.-' Seac==” g
o o £
a o S
(U] U] h=
a a
@ @ %
G XS] 3
X ] <
a
o
) 1 2 3 4 5 6 7 8 9
Years
Imports
-
06 o® e® s e
o o o
[a) [a) [a)
[C) O] O]
@ @ 4l
k] k] k]
X X B
0 1 2 3 4 5 6 7 8 9
Years
Terms of Trade
PR cae®y 7] 9]
a @ @
£ 5 5
g 05 = =
5 s S
T . g g
< S seeeee 3 %
o Sage= o’ ~ ° ©
K s 4 o o
< los f “I o Q
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9
Years Years Years

Figure G.5: Model Fit: US Capital Flight Shock

Note: This figure plots the response of peggers relative to floaters to a US capital flight shock in the model and
in the data. The dashed lines represent the 95% confidence interval in the data.
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H Additional Figures and Tables

Country Size and Corr(ARER, AC)
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Figure H.1: The Correlation between Real Exchange Rates and Consumption by Country Size

Note: The figure plots the country-wise correlation between the log change in consumption and the log change
in the real exchange rate as a function of mean log real GDP over the sample period. The figure is a binned-
scatter plot with 20 bins. The red line denotes the linear fit. The slope is -0.028 with standard error of 0.010.
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Figure H.2: Corr(ARER, ANX) versus Relative Volatility of capital flight Shocks

Note: This figure plots Corr(ARER, ANX) — the correlation of log changes in real exchange rates and changes
in the ratio of net exports to GDP — as a function of the relative variance of capital flight shocks to UIP shocks
in our FDX model. The relative variance of these two shocks is reported relative to its value in our baseline
calibration.

Table H.1: Variance Decomposition

¥ ¢
ANER 59.05% 40.95%
ARER 58.85% 41.15%
AC 24.54% 75.46%
AGDP 38.50% 61.50%
ANX 77.62%  22.38%

A1+4i)  60.22% 39.78%

Note: The table reports a variance decomposition of our baseline model in Column (1) of
Table F.2. Each row decomposes the variance of the variable listed in that row into the part
caused by UIP shocks ¢ and the part caused by capital flight shocks . All variables except
for NX are in logs. NX is expressed as a fraction of steady state GDP.
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